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TOOLS OF FIRST-ORDER ANALYSIS

Tangent cone to a set Ω ⊂ IRn at x̄ ∈ Ω

TΩ(x̄) :=
{
w ∈ IRn

∣∣∣ ∃ tk↓0, wk → w as k →∞ with x̄+tkwk ∈ Ω
}

Normal cone to Ω ⊂ IRn at x̄ ∈ Ω

NΩ(x̄) :=
{
v ∈ IRn

∣∣∣ ∃xk Ω→ x̄, vk → v with vk ∈ T ∗Ω(xk)
}

Graphical derivative of a mapping F : IRn ⇒ IRm at (x̄, ȳ) ∈ gphF

DF (x̄, ȳ)(u) :=
{
v ∈ IRm

∣∣∣ (w, v) ∈ TgphF (x̄, ȳ)
}
, u ∈ IRn

Coderivative of F : IRn ⇒ IRm at (x̄, ȳ) ∈ gphF

D∗F (x̄, ȳ)(v) :=
{
u ∈ IRn

∣∣∣(u,−v) ∈ NgphF (x̄, ȳ)
}
, v ∈ IRm
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Subderivative of ϕ : IRn → IR := (−∞,∞] at x̄ ∈ domϕ

dϕ(x̄)(w̄) := lim inf
t↓0,w→w̄

ϕ(x̄+ tw)− ϕ(x̄)

t
, w̄ ∈ IRn

Subdifferential of ϕ : IRn → IR at x̄ ∈ domϕ

∂ϕ(x̄) :=
{
v ∈ IRn

∣∣∣ (v,−1) ∈ Nepiϕ

(
x̄, ϕ(x̄)

)}



SECOND SUBDERIVATIVE AND EPI-DIFFERENTIABILITY

Second-order difference quotients for a function ϕ : IRn → IR

at (x̄, v̄) ∈ (domϕ)× IRn

∆2
t ϕ(x̄, v̄)(u) :=

ϕ(x̄+ tu)− ϕ(x̄)− t〈v̄, u〉
1
2t

2
as u ∈ IRn, t > 0

Second subderivative of ϕ at x̄ for v̄

d2ϕ(x̄, v̄)(w) := lim inf
t↓0,u→w

∆2
t ϕ(x̄, v̄)(u), w ∈ IRn

Function ϕ is said to be twice epi-differentiable at x̄ for v̄ if

epi ∆2
t ϕ(x̄, v̄) −→ epi d2ϕ(x̄, v̄) as t ↓ 0

which is equivalent to say that for every w ∈ IRn and every tk ↓ 0

there exists wk → w as k →∞ such that

∆2
tk
ϕ(x̄, v̄)(wk)→ d2ϕ(x̄, v̄)(w)
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PARABOLIC REGULARITY

We associate with a set Ω ⊂ IRn its indicator function δΩ : IRn →
IR equal to 0 for x ∈ Ω and ∞ otherwise.

DEFINITION (Rockafellar-Wets, 1998) Ω ⊂ IRn is parabol-
ically regular at x̄ ∈ Ω for v̄ ∈ IRn if for any w ∈ IRn with
d2δΩ(x̄, v̄)(w) <∞ there exist, among all the sequences tk sat-
isfying the condition

∆2
tk
δΩ(x̄, v̄)(wk)→ d2δΩ(x̄, v̄)(w) as k →∞

those with the additional property

lim sup
k→∞

‖wk − w‖
tk

<∞

The property of parabolic regularity is stable (preserved) un-
der various compositions while being more general than other
known second-order regularities.
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TWICE EPI-DIFFERENTIABILITY FROM PARAB. REGULARITY

THEOREM Let (x̄, v̄) ∈ gphNΩ, where Ω is locally closed

and parabolically derivable at x̄ ∈ Ω for every w ∈ KΩ(x̄, v̄). If

Ω is parabolically regular at x̄ for v̄, then it is properly twice

epi-differentiable at x̄ for this normal vector.

The obtained result seems to be the first one in the litera-

ture to lay down a systematic approach to verify twice epi-

differentiability via parabolic regularity. It allows us to justify

twice epi-differentiability for various classes of nonconvex and

not fully amenable sets that frequently appear in the framework

of constrained optimization.
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METRIC REGULARITY AND SUBREGULARITY

A set-valued mapping F : IRn ⇒ IRm is metrically regular around

(x̄, ȳ) ∈ gphF if there exist ` ≥ 0 and neighborhoods U of x̄ and

V of ȳ such that we have the distance estimate

dist
(
x;F−1(y)

)
≤ `dist

(
y;F (x)

)
for all (x, y) ∈ U × V

The coderivative/Mordukhovich criterion gives us the complete

characterization of metric regularity of closed-graph mappings

kerD∗F (x̄, ȳ) :=
{
v ∈ IRm

∣∣∣ 0 ∈ D∗F (x̄, ȳ)(v)
}

= {0}

Metric subregularity of F at (x̄, ȳ) reads as

dist
(
x;F−1(ȳ)

)
≤ `dist

(
ȳ;F (x)

)
for all x ∈ U

It is less investigated but leads to much stronger results. The

inverse property to subregularity is calmness.
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CONSTRAINT SYSTEMS (CS)

refer to sets Ω ⊂ IRn admitting the representation: there exist
a neighborhood O of x̄, a single-valued mapping f : IRn → IRm

twice differentiable at x̄, and a closed subset Θ of IRm with

Ω ∩ O =
{
x ∈ O

∣∣∣ f(x) ∈ Θ
}

Various aspects of constrained optimization (including numeri-
cal ones) have been conventionally studied under metric regu-
larity of the mapping x 7→ f(x)−Θ around (x̄,0). The coderiva-
tive criterion amounts in this setting to

NΘ

(
f(x̄)

)
∩ ker∇f(x̄)∗ = {0}

which reduces to basic CQs for particular classes (MFCQ for
NLPs, Robinson CQ for conic programs, etc.)

DEFINITION We say that that metric subregularity constraint
qualification (MSCQ) holds for the constraint system Ω at x̄ if
the mapping x 7→ f(x)−Θ is metrically subregular at (x̄,0).
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SECOND SUBDERIVATIVES OF CONSTRAINT SYSTEMS

Fix (x̄, v̄) ∈ gphNΩ for the constraint system Ω and define the

set of Lagrange multipliers

Λ(x̄, v̄) :=
{
λ ∈ NΘ

(
f(x̄)

)∣∣∣ ∇f(x̄)∗λ = v̄
}

THEOREM Let MSCQ hold for (CS), and let Θ be paraboli-

cally regular at f(x̄) for any λ ∈ Λ(x̄, v̄). Then Ω is parabolically

regular at x̄ for v̄, and the second subderivative of δΩ is

d2δΩ(x̄, v̄)(w) = max
λ∈Λ(x̄,v̄)

{
〈λ,∇2f(x̄)(w,w)〉+d2δΘ

(
f(x̄), λ

)(
∇f(x̄)w

)}
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PARABOLIC REGULARITY OF REDUCIBLE SETS

DEFINITION (Bonnans and Shapiro, 2000) A closed set Ω ⊂
IRm is said to be C2-cone reducible at ȳ ∈ Ω to a closed convex

cone Γ ⊂ IRs if there exist a neighborhood U ⊂ IRm of ȳ and a

C2-smooth mapping h : IRm → IRs such that

Ω∩U =
{
y ∈ U

∣∣∣ h(y) ∈ Γ
}
, h(ȳ) = 0, and ∇h(ȳ) has full rank

This includes major constraint systems in conic programming

(polyhedral, SOCP, SDP, etc.)

THEOREM Let Ω ⊂ IRm be C2-cone reducible at ȳ ∈ Ω to a

closed convex cone Γ ⊂ IRs, and let (ȳ, λ) ∈ gphNΩ. Then Ω

is parabolically derivable at ȳ for any w ∈ TΩ(ȳ) and paraboli-

cally regular at ȳ for λ. Consequently, its indicator function δΩ

is properly twice epi-differentiable at ȳ for λ with the second
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subderivative calculated by

d2δΩ(ȳ, λ)(w) =

{
〈µ,∇2h(ȳ)(w,w)〉 if w ∈ KΩ(ȳ, λ),
∞ otherwise,

where µ ∈ IRs is the unique solution to the system

λ = ∇h(ȳ)∗µ, µ ∈ NΓ

(
h(ȳ)

)

The converse implication

C2 − cone reducibility⇐= parabolic regularity

fails even for simple examples



NO-GAP SECOND-ORDER OPTIMALITY CONDITIONS

Consider the constrained optimization problem (CO)

min
x∈IRn

ϕ(x) subject to f(x) ∈ Θ

where ϕ and f is twice differentiable at the references point

and where Ω is convex.

THEOREM Let x̄ be a feasible solution to (CO) with v̄ :=

−∇ϕ(x̄). Assume MSCQ and parabolic regularity of Θ at f(x̄)

for every λ ∈ Λ(x̄, v̄). The following hold:

(i) If x̄ is a local minimizer of (CO), then

max
λ∈Λ(x̄,v̄)

{
〈∇2

xxL(x̄, λ)w,w〉+ d2δΘ

(
f(x̄), λ

)(
∇f(x̄)w

)}
≥ 0

for all w ∈ KΩ(x̄, v̄)
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(ii) The second-order sufficient condition

max
λ∈Λ(x̄,v̄)

{
〈∇2

xxL(x̄, λ)w,w〉+ d2δΘ

(
f(x̄), λ

)(
∇f(x̄)w

)}
> 0

being fulfilled for all w ∈ KΩ(x̄, v̄) \ {0} gives us the quadratic

growth with some ` > 0 and ε > 0:

ψ(x) ≥ ψ(x̄) +
`

2
‖x− x̄‖2 when x ∈ IBε(x̄), where ψ := ϕ+ δΘ ◦ f

and hence ensures that x̄ is a strict minimizer for (CO)



AUGMENTED LAGRANGIANS UNDER PARABOLIC REGULARITY

Augmented Lagrangian for the constraint system (CS)

L(x, λ, ρ) := ϕ(x) +
ρ

2

[
dist

(
f(x) + ρ−1λ; Θ

)2
− ‖ρ−1λ‖2

]
, ρ > 0

THEOREM Let (x̄, λ̄) satisfy the KKT

∇xL(x̄, λ̄) = 0, λ̄ ∈ NΘ

(
f(x̄)

)
where Θ is parabolically regular at x̄ for λ̄. Then the following
assertions are equivalent:

(i) There exists ρ̄ > 0 such that

d2
xL
(
(x̄, λ̄, ρ),0)

(
w) > 0 for all w ∈ IRn \ {0}, ρ > ρ̄

(ii) There are ρ̄ > 0, ε, ` > 0 ensuring the quadratic growth

L(x, λ̄, ρ) ≥ ϕ(x̄) +
`

2
‖x− x̄‖2 for all x ∈ IBε(x̄), ρ > ρ̄
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STRONG METRIC SUBREGULARITY OF SUBDIFFERENTIAL

Recall that F : IRn ⇒ IRm is strongly metrically subregular at

(x̄, ȳ) ∈ gphF if there exist κ ≥ 0 and neigh. U of x̄ with

‖x− x̄‖ ≤ κdist
(
ȳ;F (x)

)
for all x ∈ U

THEOREM In the setting of (CO) assumed that MSCQ holds

for Ω at x̄ and that Θ is parabolically regular at f(x̄) for every

λ ∈ Λ(x̄, v̄) with v̄ := −∇ϕ(x̄). Then we have the equivalence

(i) The point x̄ is a local minimizer of ψ := ϕ+δΩ, and the sub-

gradient mapping ∂ψ is strongly metrically subregular at (x̄,0)

(ii) The second-order sufficient optimality condition

max
λ∈Λ(x̄,v̄)

{
〈∇2

xxL(x̄, λ)w,w〉+ d2δΘ

(
f(x̄), λ

)(
∇f(x̄)w

)}
> 0

is satisfied for all w ∈ KΩ(x̄, v̄) \ {0}
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SUBGRADIENT GRAPHICAL DERIVATIVES

THEOREM Let NΩ be the normal cone mapping associated

with the constraint system Ω in (CS) under MSCQ and parabolic

regularity of Θ. Then the graphical derivative of NΩ is

DNΩ(x̄, v̄)(w) =
⋃

λ∈Λ(x̄,v̄,w)

∇2〈λ, f〉(x̄)w + ∂w

(
1
2d2δΘ(f(x̄), λ

)(
∇f(x̄) ·

))
(w)

for all w ∈ KΩ(x̄, v̄), where Λ(x̄, v̄, w) stands for the set of opti-

mal solutions to the dual second-order problem

max
λ∈IRm

〈λ,∇2f(x̄)(w,w)〉−σT2
Θ(f(x̄),∇f(x̄)w)(λ) subject to λ ∈ Λ(x̄, v̄)
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SEQUENTIAL QUADRATIC PROGRAMMING METHOD

Consider the constrained optimization problem

minimize ϕ(x) subject to Φ(x) ∈ Θ

ALGORITHM (basic SQP method) Choose any (xk, λk) ∈
IRn × IRm and set k = 0

• If (xk, λk) satisfies the KKT system, then stop

• Compute (xk+1, λk+1) as a solution to the KKT system (with

Hk = ∇2L(xk, λk))

min ϕ(xk) + 〈∇ϕ(xk), x− xk〉+ 1
2〈H(xk)(x− xk), x− xk〉

subject to Φ(xk) +∇Φ(xk)(x− xk) ∈ Θ

• Increase k by 1 and then go back to Step 1
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SUPERLINEAR CONVERGENCE OF SQP METHOD

THEOREM Assume that

• x̄ is a local minimizer and Λ(x̄) = {λ̄}
• Θ is parabolically regular at Φ(x̄)

• 2nd-order sufficient optimality condition holds at x̄

• The multiplier mapping Mx̄ is calm at ((0,0), λ̄)

Then the SQP subproblems are solvable, and for any start-

ing point (x0, λ0) sufficiently close to (x̄, λ̄), the SQP iterates

(xk, λk) superlinearly converges to (x̄, λ̄)
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