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A Generic Descent Aggregation Framework for
Gradient-based Bi-level Optimization
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Abstract—In recent years, gradient-based methods for solving bi-level optimization tasks have drawn a great deal of interest from the
machine learning community. However, to calculate the gradient of the best response, existing research always relies on the singleton of
the lower-level solution set (a.k.a., Lower-Level Singleton, LLS). In this work, by formulating bi-level models from an optimistic bi-level
viewpoint, we first establish a novel Bi-level Descent Aggregation (BDA) framework, which aggregates hierarchical objectives of both
upper level and lower level. The flexibility of our framework benefits from the embedded replaceable task-tailored iteration dynamics
modules, thereby capturing a wide range of bi-level learning tasks. Theoretically, we derive a new methodology to prove the convergence
of BDA framework without the LLS restriction. Besides, the new proof recipe we propose is also engaged to improve the convergence
results of conventional gradient-based bi-level methods under the LLS simplification. Furthermore, we employ a one-stage technique to
accelerate the back-propagation calculation in a numerical manner. Extensive experiments justify our theoretical results and demonstrate
the superiority of the proposed algorithm for hyper-parameter optimization and meta-learning tasks.

Index Terms—Bi-level programming, gradient-based method, descent aggregation, hyper-parameter optimization, meta-learning.
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1 INTRODUCTION

B I-LEVEL Optimization (BLO) are a class of mathematical
programs with optimization problems in their con-

straints. Recently, thanks to the powerful modeling capa-
bilities, BLO have been recognized as important tools for
a variety of machine learning applications. Mathematical-
ly, BLO can be formulated as the following optimization
problem:

min
x∈X ,y∈Y

F (x,y), s.t. y ∈ S(x), (1)

where the Upper-Level (UL) objective F is a jointly continu-
ous function, the UL constraint X is a compact set, the set-
valued mapping S(x) indicates the solution set of the Lower-
Level (LL) subproblem parameterized by x, and Y ⊆ domF
is a compact convex set. Without loss of generality, the
(parameterized) LL subproblem can be stated as:

min
y
f(x,y), (2)

where the Lower-Level (LL) objective f is jointly contin-
uous. Indeed, the BLO model in Eqs. (1)-(2) is a hierar-
chical optimization problem with two coupled variables
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(x,y) ∈ Rn × Rm. Specifically, given the UL variable x from
the feasible set X (i.e., x ∈ X ), the LL variable y is an optimal
solution of the LL subproblem governed by x, i.e.,

y ∈ S(x) = arg min
y
f(x,y), (3)

Due to the hierarchical structure and the sophisticated
dependency between UL and LL variables, solving BLO
is challenging in general, especially when the LL solution
set S(x) in Eq. (3) is not a singleton [1], [2]. In this work,
we always call the condition that S(x) is a singleton as
Lower-Level Singleton (or LLS for short).

Although early works on BLO can date back to the
nineteen seventies [2], it was not until the last decade that
a large amount of bi-level optimization models were estab-
lished to capture machine learning applications, including
meta learning [3], [4], [5], hyper-parameter optimization [6],
[7], [8], reinforcement learning [9], generative adversarial
learning [10], [11], neural architecture search [12], [13], [14],
[15] and image processing [16], [17], [18], [19], [20], and etc.

Early studies focused on numerical methods to solve BLO
in Eqs. (1)-(2). Classical solution schemes for BLO which
had gained popularity from the optimization community
can only manage BLO models with simple structures. For
example, by using first-order optimality conditions to replace
the LL subproblem, the original BLO in Eqs. (1)-(2) is
reformulated into a single-level optimization problem with e-
quilibrium constraints; see, e.g., [21], [22], [7]. However, these
approaches involve a large number of auxiliary variables and
constraints, thus cannot address complex machine learning
tasks with high-dimensional data set.

Recently, for solving BLO, variety of gradient-based
methods associated with neural networks have attracted
great attentions. Basically, the key idea behind these gradient-
based methods is to optimize BLO with approximate best
response Jacobin (i.e., the gradient of the best response
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function about the UL variable x). According to different
features of approximations, these gradient-based methods
for BLO can be classified into two main categories: implicit
best response and explicit best response.

The first category, i.e., implicit best response, which
people also refer to as implicit differentiation ([4], [23], [24],
[25] and [26]), relies on the observation that it is possible to
replace the LL subproblem by an implicit equation. Specifi-
cally, the gradient of implicit best response takes advantage
of the Implicit Function Theorem and computes the Jacobian
by implicit differentiation equations, which depends only on
the solution to the LL optimization and effectively decouples
the UL gradient computation from the choice of LL optimizer.
These implicit equation methods derive exact best response
gradients but involve computing a Hessian matrix and its
inverse, which could be computationally expensive for large-
scale problems. To address this issue, the Hessian inverse
is always approximated by calculating Neumann series [24]
or solving a linear system with Conjugate Gradient (CG)
method [26].

For the other category, i.e., explicit best response or
automatic differentiation, the best response gradients are
obtained by automatic differentiation through iterations
of the LL gradient descent. This explicit structure mainly
includes three schemes: recurrence-based [27], [6], [3], [28],
initialization-based [29], [30] and proxy-based scheme [31],
[8]. Specifically, recurrence-based best response first calculate
gradient representations of the LL objective and then perform
either reverse or forward gradient computations (a.k.a.,
automatic differentiation, based on the LL gradients) for the
UL subproblem. In [29], [30], known for its simplicity and
state of the art performance, initialization-based structure
estimated a good initialization of model parameters for the
fast adaptation to new tasks purely by a gradient-based
search. For proxy-based scheme [31], [8], a so-called hyper-
network is trained to map LL gradients for their hierarchical
optimization.

Practical experiments have demonstrated that the afore-
mentioned gradient-based bi-level methods are very pow-
erful for solving machine learning applications. The exper-
imental performance and numerical efficiency have been
witnessed in diversified learning tasks, but research on the
theoretical convergence is still in its infancy (as summarized
in Table 1). Indeed, all the mentioned gradient-based meth-
ods require the LLS condition in Eq. (2) to simplify their
optimization processes and gain theoretical guarantees. For
example, [3], [28] enforce the strong convexity assumption
to the LL subproblem, which is even stronger than the LLS
and very restrictive for real-world complex tasks.

In response to this limitation, in this work we propose
a novel framewrok termed Bi-level Descent Aggregation
(BDA); see an early version in [32]. Note that, for exist-
ing methods within the explicit best response category,
the explicit best response approximation by optimization
iteration dynamics raises an issue regarding approximation
quality. In fact, without the LLS assumption, the dynamics
procedures of existing methods, in general may not be
good approximations. This is because in this case, the
optimization dynamics converge to some minimizers of
the LL objective, but not necessarily to the one that also
minimizes the UL objective. This unpleasant situation was

noticed by both the machine learning and the optimization
communities; see, e.g., [3, Section 3]. The BDA scheme, which
roughly falls into the explicit best response category, as the
approximation is also constructed in terms of optimization
dynamics, differs substantially from other gradient-based
methods. In particular, the BDA is a new framework from
the optimistic bi-level viewpoint; see Eq. (4). It establishes
suitable optimization dynamics which suffice to ensure the
desired good approximations. Indeed, in order to achieve
such a good approximation, instead of replacing the LL
subproblem with dynamics, the BDA actually replaces the
inner simple bi-level subproblem with dynamics; see Eq. (5)
for description of the inner simple bi-level. While the inner
simple bi-level subproblem contains both the LL and the
UL objectives, the BDA optimization iteration dynamics
characterize an aggregation of both the LL and the UL
descent informations. Consequently, the inner simple bi-level
dynamics converge to some minimizers of both the LL and
UL objectives.

Theoretically, this work provides a general proof recipe as
a basic template for the convergence analysis. In particular,
in the absence of LLS, the BDA convergence was strictly
guaranteed as long as the embedded inner simple bi-level
dynamics meet the so-called LL objective convergence property
and UL objective convergence property; see Section 2 for details.
Specifically, we construct dynamics for optimizing the inner
simple bi-level subproblem and hence achieve a justified
good approximation. By using some variational analysis
techniques sophisticatedly, the new optimization dynamics
are shown to meet LL objective convergence property and UL
objective convergence property without imposing any strong
convexity assumptions in either UL or LL subproblems.
Moreover, as can be seen in Table 1, a striking feature of
our study is that all the sufficient conditions we use to meet
the desired convergence are easily verifiable for practical
learning applications. We designed a high-dimensional
counter-example with a series of complex experiments to
verify our theoretical investigations and explore the intrinsic
principles of the proposed algorithms. Extensive experiments
also show the superiority of our method for different tasks,
including hyper-parameter optimization and meta learning.
We summarize the contributions of this work as follows.

• By formulating BLO in Eqs. (1)-(2) from the viewpoint
of optimistic bi-level, this work provides a new gener-
ic bi-level algorithmic framework. Embedded with a
task-tailored iterative gradient-aggregation dynamics
for solving the inner simple bi-level, our framework
owns the ability to flexibly capture different types of
learning tasks.

• We establish a general convergence analysis template
and an associated proof recipe for our proposed
algorithmic framework. In particular, the convergence
of our developed algorithm can be strictly justified
without the singleton assumption on the LL subprob-
lem, which is always required by existing approaches.
Please see Table 1 for more details.

• Our analysis further demonstrates that the iterative
gradient-aggregation dynamics (i.e., Eq. (8)) can also
be interpreted as a new scheme for solving the simple
bi-level problem without the UL strong convexity.
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TABLE 1
Comparing the convergence results between our method and existing gradient-based bi-level methods in different scenarios (i.e., BLO with and

without LLS condition).

Alg. LLS
w/o LLS

with UL Strongly Convex w/o Strongly Convex

Existing
Gradient-based

Bi-level Methods

UL F (x, ·) is Lipschitz continuous.

Not available Not available
LL

{yK(x)} is uniformly bounded on X ,
yK(x)

u−→ y∗(x).
Main results: xK

s−→ x∗,
infx∈X ϕK(x)→ infx∈X ϕ(x).

Ours

UL F (x, ·) is Lipschitz continuous.
F (x, ·) is LF -smooth,

Not available

and σ-strongly convex.

[32] LL
{yK(x)} is uniformly bounded on X ,

f(x,yK(x))
u−→ f∗(x).

f(x, ·) is Lf -smooth and convex,
S(x) is continuous.

f(x,y) is level-bounded in y locally uniformly in x ∈ X .
Main results: xK

s−→ x∗, infx∈X ϕK(x)→ infx∈X ϕ(x).

This
Work

UL F (x, ·) is Lipschitz continuous. F (x, ·) is LF -smooth, convex and bounded below.

LL
{yK(x)} is uniformly bounded on X ,

f(x,yK(x))
u−→ f∗(x).

f(x, ·) is Lf -smooth and convex.

Main results: xK
s−→ x∗, infx∈X ϕK(x)→ infx∈X ϕ(x).

Here s−→ and u−→ represent the subsequential and uniform convergence, respectively. The superscript ∗ denotes that it is the true optimal
variables/values.

Consequently, the assumptions required by our frame-
work have been significantly weakened.

• Last in order of occurrence but just as important, we
design a new high-dimensional counter-example (i.e.,
Example 1), which explicitly illustrates the limitations
of existing gradient-based bi-level approaches and
verifies our above theoretical investigations. A variety
of numerical experiments have also been conduct-
ed to demonstrate the superiority of the proposed
algorithmic framework.

2 THE PROPOSED ALGORITHM

Form an optimistic bi-level perspective, this section first
initializes a generic framework for designing an explicit best
response type algorithm for solving BLO (i.e., Eqs. (1)-(2)).
Besdies, this section also introduces a developed template for
analyzing the convergence algorithms within the framework.

2.1 Our Algorithmic Framework

From an optimistic bi-level viewpoint1, we can reformulate
Eqs. (1)-(2) as

min
x∈X

ϕ(x), with ϕ(x) = inf
y∈Y∩S(x)

F (x,y). (4)

Such reformulation reduces BLO to a single-level problem
minx∈X ϕ(x) w.r.t. the UL variable x. While for any given
x, ϕ actually turns out to be the value function of a simple
bi-level problem w.r.t. the LL variable y, i.e.,

min
y∈Y

F (x,y), s.t. y ∈ S(x), (with fixed x). (5)

1. For more theoretical details of optimistic BLO, we refer to [2] and
the references therein.

Based on the above analysis, we actually could update y by

yk+1(x) = Tk+1(x,yk(x)), k = 0, · · · ,K − 1, (6)

where y0(x) = y0 with some vector y0 ∈ Y and Tk(x, ·)
stands for a schematic iterative module originated from a
certain simple bi-level solution strategy on Eq. (5) with a fixed
UL variable x. Then we can replace ϕ(x) by F (x,yK(x))
and approximate Eq. (4) as:

min
x∈X

ϕK(x) = F (x,yK(x)). (7)

With the above procedure, the BLO in Eqs. (1)-(2) is approxi-
mated by a sequence of standard single-level optimization
problems.

Now we are ready to establish the new convergence
analysis template, which describes the main steps to achieve
the converge guarantees for our bi-level updating scheme
(stated in Eqs. (6)-(7), with a schematic Tk). Basically, our
proof methodology consists of two main steps:

(1) LL objective convergence property: {yK(x)} is
uniformly bounded on X , and for any ε > 0, there
exists k(ε) > 0 such that whenever K > k(ε),

sup
x∈X
{f(x,yK(x))− f∗(x)} ≤ ε.

(2) UL objective convergence property: For each x ∈
X ,

lim
K→∞

ϕK(x)→ ϕ(x).

With the above discussions, solving the BLO reduces
to solve a simple bi-level problem in Eq. (5) w.r.t. the LL
variable y, and subsequently solve a single-level problem in
Eq. (7) w.r.t. the UL variable x.
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2.2 Improved Iteration Modules
To capture more general bi-level applications without UL
strong convexity, we shall construct an implementable solu-
tion strategy for solving the inner simple bi-level subproblem
(i.e., Eq. (5)). Thus, in this part, we propose a gradient type
method for solving simple bi-level problems (i.e., Eq. (5))
with merely convex UL and LL objectives. In particular, the
descent informations of both the UL and LL objectives are
aggregated to design Tk. For a given x, the descent directions
of the UL and LL objectives can be defined separately as

dFk (x) = su∇yF (x,yk(x)),

dfk(x) = sl∇yf(x,yk(x)),

where su, sl are their step size parameters. The new simple
bi-level algorithm then reads as

ŷk+1(x) = yk(x)−
(
µαkd

F
k (x) + (1− µ)βkd

f
k(x)

)
Tk+1 (x,yk(x)) = yk+1(x) = ProjY (ŷk+1(x)) ,

(8)

where k = 0, . . .K − 1, µ ∈ (0, 1) and αk, βk ∈ (0, 1] denote
the aggregation parameters. Proj means the projection
operator. Actually, if we set βk = (1 − µαk)/(1 − µ), the
above iterative module ỹk+1 reduces to the iteration scheme
in [32, Eq. (10)].

3 THEORETICAL INVESTIGATIONS

In this section, we first derive a general convergence proof
recipe in Section 3.1 according to the developed analysis
template (stated in Section 2.1). Following this roadmap,
convergence behaviors of gradient-based bi-level methods
can be systematically investigated (Section 3.2).

3.1 General Convergence Recipe
We brief some definitions, which are necessary for our
analysis. One may also refer to [33] for more details on
these variational analysis properties.

Definition 1. A function ϕ(x) : Rn → R is Upper Semi-
Continuous (USC) at x̄ if lim supx→x̄ ϕ(x) ≤ ϕ(x̄), or e-
quivalently lim supx→x̄ ϕ(x) = ϕ(x̄), and USC on Rn if
this holds for every x̄ ∈ Rn. Similarly, ϕ(x) is Lower Semi-
Continuous (LSC) at x̄ if lim infx→x̄ ϕ(x) ≥ ϕ(x̄), or equiva-
lently lim infx→x̄ ϕ(x) = ϕ(x̄), and LSC on Rn if this holds for
every x̄ ∈ Rn. Here lim supx→x̄ ϕ(x) and lim infx→x̄ ϕ(x) are
defined as

lim sup
x→x̄

ϕ(x) = lim
δ→0

[
supx∈Bδ(x̄) ϕ(x)

]
= inf
δ>0

[
supx∈Bδ(x̄) ϕ(x)

]
,

lim inf
x→x̄

ϕ(x) = lim
δ→0

[
infx∈Bδ(x̄) ϕ(x)

]
= sup

δ>0

[
infx∈Bδ(x̄) ϕ(x)

]
,

where Bδ(x̄) = {x|dist(x, x̄) ≤ δ}.

To conduct the convergence analysis, We first make the
following standing assumption.

Assumption 1. F (x,y) and f(x,y) are continuous on X×Rm.
For any x ∈ X , F (x, ·) : Rm → R is LF -smooth, convex and
bounded below by M0, f(x, ·) : Rm → R is Lf -smooth and
convex.

Thanks to the continuity of f(x,y), we have the following
semi-continuity over partial minimization.

Lemma 1. Denote f∗(x) = miny f(x,y). If f(x,y) is contin-
uous on X × Rm, then f∗(x) is USC on X .

Proof. For any sequence {xt} ⊆ X satisfying xt → x̄ ∈ X ,
and given any ε > 0, let ȳ ∈ Rm satisfy f(x̄, ȳ) ≤ f∗(x̄) + ε.
As f is continuous at (x̄, ȳ), there exists T > 0 such that

f∗(xt) ≤ f(xt, ȳ) ≤ f(x̄, ȳ) + ε ≤ f∗(x̄) + 2ε, ∀t > T,

and thus
lim sup
t→∞

f∗(xt) ≤ f∗(x̄) + 2ε.

By taking ε→ 0, we get lim supk→∞ f∗(xt) ≤ f∗(x̄).

Equipped with the above two properties (i.e., LL objective
convergence property and UL objective convergence property), we
can establish our general convergence results in the following
theorems for the schematic bi-level scheme in Eqs. (6)-(7).

Theorem 1. (Convergence towards Global Minimum) Suppose
both the above LL and UL objective convergence properties hold and
f(x,y) is continuous onX×Rm. Let xK ∈ arg minx∈X ϕK(x),
then we have

(1) Any limit point x̄ of the sequence {xK} satisfies that
x̄ ∈ arg minx∈X ϕ(x).

(2) infx∈X ϕK(x)→ infx∈X ϕ(x) as K →∞.

Proof. For any limit point x̄ of the sequence {xK}, let {xl} be
a subsequence of {xK} such that xl → x̄ ∈ X . As {yK(x)}
is uniformly bounded on X , we can have a subsequence
{xm} of {xl} satisfying ym(xm)→ ȳ for some ȳ. It follows
from the LL objective convergence property that for any ε > 0,
there exists M(ε) > 0 such that for any m > M(ε), we have

f(xm,ym(xm))− f∗(xm) ≤ ε.

By letting m → ∞, and since f is continuous and f∗(x) is
USC on X , we have

f(x̄, ȳ)− f∗(x̄) ≤ ε.

As ε is arbitrarily chosen, we have f(x̄, ȳ)− f∗(x̄) ≤ 0 and
thus ȳ ∈ S(x̄).

Next, as F is continuous at (x̄, ȳ), for any ε > 0, there
exists M(ε) > 0 such that for any m > M(ε), it holds

F (x̄, ȳ) ≤ F (xm,ym(xm)) + ε.

Then, we have, for any m > M(ε) and x ∈ X ,

ϕ(x̄) = inf
y∈S(x̄)

F (x̄,y)

≤ F (x̄, ȳ)

≤ F (xm,ym(xm)) + ε

= ϕm(xm) + ε

≤ ϕm(x) + ε.

(9)

Taking m→∞ and by the UL objective convergence property,
we have

ϕ(x̄) ≤ lim
m→∞

ϕm(x) + ε = ϕ(x) + ε, ∀x ∈ X .

By taking ε→ 0, we have

ϕ(x̄) ≤ ϕ(x), ∀x ∈ X ,
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which implies x̄ ∈ arg minx∈X ϕ(x).
We next show that infx∈X ϕK(x)→ infx∈X ϕ(x) asK →

∞. Since for any x ∈ X ,

inf
x∈X

ϕK(x) ≤ ϕK(x),

by taking K → ∞ and with the UL objective convergence
property, we have

lim sup
K→∞

{
inf
x∈X

ϕK(x)

}
≤ ϕ(x), ∀x ∈ X ,

and thus

lim sup
K→∞

{
inf
x∈X

ϕK(x)

}
≤ inf

x∈X
ϕ(x).

So, if infx∈X ϕK(x)→ infx∈X ϕ(x) does not hold, then there
exist δ > 0 and subsequence {xl} of {xK} such that

inf
x∈X

ϕl(x) < inf
x∈X

ϕ(x)− δ, ∀l. (10)

Since X is compact, we can assume without loss of generality
that xl → x̄ ∈ X by considering a subsequence. Then, as
shown in above, we have x̄ ∈ arg minx∈X ϕ(x). And, by the
same arguments for deriving Eq. (9), we can show that for
any ε > 0, there exists k(ε) > 0 such that for any l > k(ε), it
holds

ϕ(x̄) ≤ ϕl(xl) + ε.

By letting l→∞, ε→ 0 and the definition of xl, we have

inf
x∈X

ϕ(x) = ϕ(x̄) ≤ lim inf
l→∞

{
inf
x∈X

ϕl(x)

}
,

which implies a contradiction to Eq. (10). Thus we have
infx∈X ϕK(x)→ infx∈X ϕ(x) as K →∞.

Theorem 2. (Convergence towards Local Minimum) Suppose
both the LL and UL objective convergence properties hold and let
xK be a local minimum of ϕK(x) with uniform neighborhood
modulus δ > 0. Then we have that any limit point x̄ of the
sequence {xK} is a local minimum of ϕ, i.e., there exists δ̃ > 0
such that

ϕ(x̄) ≤ ϕ(x), ∀x ∈ Bδ̃(x̄) ∩ X .

Proof. For any limit point x̄ of the sequence {xK}, let {xl}
be a subsequence of {xK} such that xl → x̄ ∈ X and xl ∈
Bδ/2(x̄). As {yK(x)} is uniformly bounded on X , we can
have a subsequence {xm} of {xl} satisfying ym(xm) → ȳ
for some ȳ. It follows from the LL objective convergence property
that for any ε > 0, there exists M(ε) > 0 such that for any
m > M(ε), we have

f(xm,ym(xm))− f∗(xm) ≤ ε.

By letting m → ∞, and since f is continuous and f∗(x) is
USC on X , we have

f(x̄, ȳ)− f∗(x̄) ≤ ε.

As ε is arbitrarily chosen, we have f(x̄, ȳ)− f∗(x̄) ≤ 0 and
thus ȳ ∈ S(x̄).

Next, as F is continuous at (x̄, ȳ), for any ε > 0, there
exists M(ε) > 0 such that for any m > M(ε), it holds

F (x̄, ȳ) ≤ F (xm,ym(xm)) + ε.

Then, we have, for any m > M(ε) and x ∈ X ,

ϕ(x̄) = inf
y∈S(x̄)

F (x̄,y)

≤ F (x̄, ȳ)

≤ F (xm,ym(xm)) + ε

= ϕm(xm) + ε.

Next, as xm is a local minimum of ϕm(x) with uniform
neighborhood modulus δ, it follows

ϕm(xm) ≤ ϕm(x), ∀x ∈ Bδ(xm) ∩ X .

Since Bδ/2(x̄) ⊆ Bδ/2+‖xm−x̄‖(xm) ⊆ Bδ(xm), we have that
for any ε > 0, ∀x ∈ Bδ/2(x̄) ∩ X , there exists M(ε) > 0 such
that whenever m > M(ε),

ϕm(xm) + ε ≤ ϕm(x) + ε ≤ ϕ(x) + ε.

Taking m → ∞ and by the UL objective convergence
property, we have

ϕ(x̄) ≤ lim
m→∞

ϕm(x) + ε = ϕ(x) + ε, ∀x ∈ Bδ/2(x̄) ∩ X .

By taking ε→ 0, we have

ϕ(x̄) ≤ ϕ(x), ∀x ∈ Bδ/2(x̄) ∩ X ,

which implies x̄ ∈ arg minx∈Bδ/2(x̄)∩X ϕ(x), i.e, x̄ is a local
minimum of ϕ.

3.2 Convergence Analysis

The desired convergence can be successfully achieved once
the embedded task-tailored iterative gradient-aggregation
modules Tk meet the LL objective convergence property and the
UL objective convergence property. As the LL objective conver-
gence property is weak and hence easy to meet, it provides
us more flexibility to design algorithms. In particular, the
iteration module in Eq. (8) is constructed for solving simple
bi-level inner subproblem in Eq. (5) with merely convex UL
objective.

This section is devoted to the justification of the approx-
imation quality and hence the convergence of our bi-level
updating scheme (stated in Eqs. (6)-(7), with embedded Tk
in Eq. (8)). Following the general proof recipe, we only need
to verify that the convergence of Tk in Eq. (8) meets the LL
objective convergence property and the UL objective convergence
property. To investigate the convergence behavior of the
proposed simple bi-level iterations Tk in Eq. (8), with fixed
x, we first introduce two auxiliary variables

zuk+1(x) = yk(x)− suαk∇F (x,yk(x))

and
zlk+1(x) = yk(x)− slβk∇f(x,yk(x)).

We further denote the optimal value and the optimal
solution set of simple bi-level problem (i.e., Eq. (5)) by ϕ(x)
and Ŝ(x), respectively. First, we show the convergence result
for our proposed algorithm, i.e., Eqs. (6)-(7), with embedded
Tk in Eq. (8).

Theorem 3. Let {yk(x)} be the sequence generated by Eq. (8)
with αk ∈ (0, 1], αk ↘ 0,

∑
αk = +∞, βk ∈ [β, 1] with some
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β > 0, su ∈ (0, 1
LF

), sl ∈ (0, 1
Lf

) and µ ∈ (0, 1), suppose that

Y is compact, for any given x, if Ŝ(x) is nonempty , we have

lim
k→∞

dist(yk(x), Ŝ(x)) = 0,

and then
lim
k→∞

F (x,yk(x)) = ϕ(x).

Specially, when we take αk = 1/(k + 1), we have the
following uniformly complexity estimation. We first denote
D = sup

y,y′∈Y
‖y − y′‖, MF := sup

x∈X ,y∈Y
‖∇F (x,y)‖ and

Mf := sup
x∈X ,y∈Y

‖∇f(x,y)‖. And it should be notice that

D, MF and Mf are all finite when X and Y are compact.

Theorem 4. Let {yk(x)} be the sequence generated by Eq. (8)
with αk = 1

k+1 , βk ∈ [β, 1] with some β > 0, |βk − βk−1| ≤
cβ

(k+1)2 with some cβ > 0, su ∈ (0, 1
LF

), sl ∈ (0, 1
Lf

) and

µ ∈ (0, 1). Suppose Ŝ(x) is nonempty, Y is compact, F (x, ·) is
bounded below by M0, we have for k ≥ 2,

‖yk(x)− zlk+1(x)‖2 ≤ (2C2+C3)
β2

1+ln k

k
1
4
,

f(zlk+1(x))−min f ≤ D
β2sl

√
(2C2 + C3)

√
1+ln k

k
1
4
,

where C3 := D2+2su(ϕ(x)−M0)
(1−µ)(1−slLf ) , C2 := (s2

lL
2
fD +

4DLf
β )
√
C1,

C1 :=
C0(D2+2su(ϕ(x)−M0))+2µsuDMF+2(1−µ)slcβDMf

min{(1−slLf ),(1−suLF ),1} and
C0 = max{2 + c2β/β

2, 3}.

Now we are ready to establish our fundamental LL and
UL objective convergence properties required in Theorem 1.

Theorem 5. Suppose Assumptions 1 is satisfied, X and Y are
compact, and Ŝ(x) is nonempty for all x ∈ X . Let {yk(x)} be
the output generated by (8) with sl ∈ (0, 1/Lf ), su ∈ (0, 1/LF ),
µ ∈ (0, 1), αk = 1

k+1 , βk ∈ [β, 1] with some β > 0, |βk −
βk−1| ≤ cβ

(k+1)2 with some cβ > 0, then we have that both the LL
and UL objective convergence properties hold.

Proof. Since X and Y are both compact, and F (x,y) is
continuous on X × Y , we have that F (x,y) is uniformly
bounded above on X × Y and thus miny∈Y∩S(x) F (x,y) is
uniformly bounded above on X . And combining with the
assumption that F (x,y) is uniformly bounded below with
respect to y by M0 for any x ∈ X , Y is compact, we can
obtain from the Theorem 4 that there exists C > 0 such that
for any x ∈ X , we have

f(x,yK(x))− f∗(x) ≤ C

√
1 + lnK

K
1
4

.

As
√

1+lnK

K
1
4
→ 0 as K → ∞, {yK(x)} ⊂ Y , and Y is

compact, LL objective convergence property holds. Next, it
follows from Theorem 3 that ϕK(x) → ϕ(x) as K → ∞
for any x ∈ X and thus UL objective convergence property
holds.

3.3 Proof of Theorem 3
As the identity of x is clear from the context, in Section
3.3 and 3.4, for succinctness we will write Ψ(y) instead
of F (x,y), Ψ∗ instead of ϕ(x), ψ(y) instead of f(x,y), S
instead of S(x), and Ŝ instead of Ŝ(x). Moreover, we will

TABLE 2
Summarize the updating schemes of UL variable x and LL variable y

under different conditions (i.e., with and without LLS assumption).
“Traditional” and “Ours” respectively denote the iteration schemes with

and without LLS condition.

Types
Gradient-based Methods

(Traditional)

BDA

(Ours)

Dynamics
min
y
f(x,y)

min
y∈Y

F (x,y),

s.t.,y ∈ argmin
y
f(x,y)

yK → S(x) yK → Ŝ(x)
Approximation min

x
F (x,yK(x))

omit the notation x and use the notations yk, zuk+1 and zlk+1

instead of yk(x), zuk+1(x) and zlk+1(x), respectively.

Lemma 2. Let {yk} be the sequence generated by Eq. (8) with
αk, βk ∈ (0, 1], su ∈ (0, 1

LF
), sl ∈ (0, 1

Lf
) and µ ∈ (0, 1), then

for any y ∈ Y , we have

(1− µ)βkf(x,y) + µsuαk
sl

F (x,y)

≥ (1− µ)βkf(x, zlk+1) + µsuαk
sl

F (x, zuk+1)− 1
2sl
‖y − yk‖2

+ 1
2sl
‖y − yk+1‖2 + (1−µ)

2sl
(1− βkslLf )‖yk − zlk+1‖2

+ µ
2sl

(1− αksuLF )‖yk − zuk+1‖2

+ 1
2sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2
.

(11)

Proof. It follows from the definitions of zuk+1 and zlk+1 that

0 = αk∇Ψ(yk) +
zuk+1−yk

su
,

0 = βk∇ψ(yk) +
zlk+1−yk

sl
,

(12)

and thus for any y, we have

0 = αk〈∇Ψ(yk),y − zuk+1〉+ 〈z
u
k+1−yk
su

,y − zuk+1〉, (13)

and

0 = βk〈∇ψ(yk),y − zlk+1〉+ 〈z
l
k+1−yk
sl

,y − zlk+1〉. (14)

As ψ is convex and∇ψ is Lipschitz continuous with constant
Lf , we have

〈∇ψ(yk),y − zlk+1〉
= 〈∇ψ(yk),y − yk〉+ 〈∇ψ(yk),yk − zlk+1〉
≤ ψ(y)− ψ(yk) + ψ(yk)− ψ(zlk+1) +

Lf
2 ‖yk − zlk+1‖2

= ψ(y)− ψ(zlk+1) +
Lf
2 ‖yk − zlk+1‖2.

(15)
Combining with 〈zlk+1 − yk,y − zlk+1〉 = 1

2 (‖y − yk‖2 −
‖y − zlk+1‖2 − ‖yk − zlk+1‖2) and Eq. (14) yields

βkψ(y) ≥ βkψ(zlk+1)− 1
2sl
‖y − yk‖2 + 1

2sl
‖y − zlk+1‖2

+ 1
2sl

(1− βkslLf )‖yk − zlk+1‖2.
(16)

As Ψ is convex and∇Ψ is Lipschitz continuous with constant
LF , by similar arguments, we can have

αkΨ(y) ≥ αkΨ(zuk+1)− 1
2su
‖y − yk‖2 + 1

2su
‖y − zuk+1‖2

+ 1
2su

(1− αksuLF )‖yk − zuk+1‖2.
(17)
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Multiplying Eq. (16) and Eq. (17) by 1− µ and suµ
sl

, respec-
tively, and then summing them up implies that

(1− µ)βkψ(y) + µsuαk
sl

Ψ(y)

≥ (1− µ)βkψ(zlk+1) + µsuαk
sl

Ψ(zuk+1)− 1
2sl
‖y − yk‖2

+ 1
2sl

(
(1− µ)‖y − zlk+1‖2 + µ‖y − zuk+1‖2

)
+ (1−µ)

2sl
(1− βkslLf )‖yk − zlk+1‖2

+ µ
2sl

(1− αksuLF )‖yk − zuk+1‖2.
(18)

By the convexity of ‖ · ‖2, we have

(1− µ)‖y − zlk+1‖2 + µ‖y − zuk+1‖2
≥ ‖y −

(
(1− µ)zlk+1 + µzuk+1

)
‖2.

Next, as ProjY is firmly nonexpansive (see, e.g.,[34, Proposi-
tion 4.8]), for any y ∈ Y , we have∥∥y − ((1− µ)zlk+1 + µzuk+1

)∥∥2

≥ ‖y − yk+1‖2 +
∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2
.
(19)

Then, since αk, βk ≤ 1, we obtain form Eq. (18) that for any
y ∈ Y ,

(1− µ)βkψ(y) + µsuαk
sl

Ψ(y)

≥ (1− µ)βkψ(zlk+1) + µsuαk
sl

Ψ(zuk+1)− 1
2sl
‖y − yk‖2

+ 1
2sl
‖y − yk+1‖2 + (1−µ)

2sl
(1− βkslLf )‖yk − zlk+1‖2

+ µ
2sl

(1− αksuLF )‖yk − zuk+1‖2

+ 1
2sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2
.

(20)
This completes the proof.

Lemma 3. Let {ak} and {bk} be sequences of non-negative real
numbers. Assume that there exists n0 ∈ N such that

ak+1 + bk − ak ≤ 0, ∀k ≥ n0.

Then limk→∞ ak exists and
∑∞
k=1 bk <∞.

Proof. Adding the inequality

ak+1 + bk − ak ≤ 0,

from k = n0 to k = n− 1, we get

an +
n−1∑
k=n0

bk ≤ an0
.

By letting n→∞, we get
∑∞
k=n0

bk <∞. As {ak}k≥n0
is a

non-negative decreasing sequence, limk→∞ ak exists.

Lemma 4. Let {yk} be the sequence generated by Eq. (8) with
αk ∈ (0, 1], βk ∈ (0, 1], su ∈ (0, 1

LF
), sl ∈ (0, 1

Lf
) and

µ ∈ (0, 1), then for any ȳ ∈ S(x), we have

‖zlk+1 − ȳ‖ ≤ ‖yk − ȳ‖. (21)

Furthermore, when Y is compact, sequences {yk}, {zlk}, {zuk} are
all bounded.

Proof. According to [34, Proposition 4.8, Proposition 4.33,
Corollary 18.16], we know that when 0 ≤ βksl ≤ 1

Lf
, 0 ≤

αksu ≤ 1
LF

, operators Id − βksl∇ψ and Id − αksu∇Ψ are
both nonexpansive (i.e., 1-Lipschitz continuous). Then, since

zlk+1 = yk − βksl∇ψ(yk) and ȳ = ȳ − βksl∇ψ(ȳ) for any
ȳ ∈ S , we have

‖zlk+1 − ȳ‖ = ‖yk − βksl∇ψ(yk)− ȳ + βksl∇ψ(ȳ)‖
≤ ‖yk − ȳ‖.

If Y is compact, then the desired boundedness of {yk}
follows directly from the iteration scheme in Eq. (8). And it
follows from ‖zlk+1 − ȳ‖ ≤ ‖yk − ȳ‖ that {zlk} is bounded.
Next, because

‖zuk+1 − (ȳ − αksu∇Ψ(ȳ))‖ ≤ ‖yk − ȳ‖,

and αk ∈ (0, 1], we have {zuk} is bounded.

Now, we are ready to give the proof of Theorem 3.

Proof of Theorem 3. Let δ > 0 be a constant satisfying δ <
1

2sl
min{(1 − µ)(1 − slLf ), µ(1 − suLF )}. We consider a

sequence of {τn} defined by

τn := max
{
k ∈ N | k ≤ n and δ‖yk−1 − zlk‖2

+δ‖yk−1 − zuk‖2 + 1
4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2

+µsuαk−1

sl
(Ψ(zuk)−Ψ∗) < 0

}
.

Inspired by [35], we consider the following two cases: (a)
{τn} is finite, i.e., there exists k0 ∈ N such that

δ‖yk−1 − zlk‖2 + 1
4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2

+δ‖yk−1 − zuk‖2 + µsuαk−1

sl
(Ψ(zuk)−Ψ∗) ≥ 0,

for all k ≥ k0; (b) {τn} is not finite, i.e., for all k0 ∈ N, there
exists k ≥ k0 such that

δ‖yk−1 − zuk‖2 + 1
4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2
+

δ‖yk−1 − zlk‖2 + µsuαk−1

sl
(Ψ(zuk)−Ψ∗) < 0.

Case (a): We assume that {τn} is finite and there exists k0 ∈ N
such that

δ‖yk−1 − zlk‖2 + 1
4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2

+δ‖yk−1 − zuk‖2 + µsuαk−1

sl
(Ψ(zuk)−Ψ∗) ≥ 0,

(22)

for all k ≥ k0. Let ȳ be any point in Ŝ , setting y = ȳ in
Eq. (11), as ψ(ȳ) = miny∈Rn ψ(y) ≤ ψ(zlk+1), µ ∈ (0, 1) and
αk, βk ≤ 1, we have

1
2sl
‖ȳ − yk‖2

≥ 1
2sl
‖ȳ − yk+1‖2 +

(
(1−µ)(1−slLf )

2sl
− δ
)
‖yk − zlk+1‖2

+
(
µ(1−suLF )

2sl
− δ
)
‖yk − zuk+1‖2

+ 1
4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

+δ‖yk − zlk+1‖2 + δ‖yk − zuk+1‖2

+ 1
4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

+µsuαk
sl

(
Ψ(zuk+1)−Ψ∗

)
.

(23)
For all k ≥ k0, 0 < δ < 1

2sl
min{(1 − µ)(1 − slLf ), µ(1 −

suLF )} and Eq. (23) imply

1
2sl
‖ȳ − yk‖2

≥ 1
2sl
‖ȳ − yk+1‖2 + δ‖yk − zlk+1‖2 + δ‖yk − zuk+1‖2

+ 1
4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

+µsuαk
sl

(
Ψ(zuk+1)−Ψ∗

)
.
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Combining with Eq. (22), it follows from Lemma 3 that

∞∑
k=0
‖yk − zlk+1‖2 <∞,

∞∑
k=0
‖yk − zuk+1‖2 <∞,

∞∑
k=0

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2
<∞,

∞∑
k=0

αk
(
Ψ(zuk+1)−Ψ∗

)
<∞,

and limk→∞ ‖ȳ − yk‖2 exists.
We now show that there exists subsequence {y`} ⊆ {yk}

such that lim`→∞Ψ(y`) ≤ Ψ∗. This is obviously true if for
any k̂ > 0, there exists k > k̂ such that Ψ(yk) ≤ Ψ∗. Thus,
we just need to consider the case where there exists k̂ > 0
such that Ψ(yk) > Ψ∗ for all k ≥ k̂. If there does not exist
subsequence {y`} ⊆ {yk} such that lim`→∞Ψ(y`) ≤ Ψ∗,
there must exist ε > 0 and k1 ≥ max{k̂, k0} such that
Ψ(yk)−Ψ∗ ≥ 2ε for all k ≥ k1. As Y is compact, it follows
from Lemma 4 that sequences {yk} and {zuk} are both bound-
ed. Then since Ψ is continuous and limk→∞ ‖yk−zuk+1‖ = 0,
there exists k2 ≥ k1 such that |Ψ(yk)−Ψ(zuk+1)| < ε for all
k ≥ k2 and thus Ψ(zuk+1)−Ψ∗ ≥ ε for all k ≥ k2. Then we
have

ε
∞∑

k=k2

αk ≤
∞∑

k=k2

αk
(
Ψ(zuk+1)−Ψ∗

)
<∞,

where the last inequality follows from∑∞
k=0 αk

(
Ψ(zuk+1)−Ψ∗

)
< ∞. This result contradicts

to the assumption
∑∞
k=0 αk = +∞. As {y`} is bounded, we

can assume without loss of generality that lim`→∞ y` = ỹ
by taking a subsequence. By the continuity of Ψ, we have
Ψ(ỹ) = lim`→∞Ψ(y`) ≤ Ψ∗. Next, let k = ` and ` → ∞
in Eq. (12) , by the continuity of ∇ψ, βk ≥ β > 0, and
limk→∞ ‖yk − zlk+1‖ = 0, we have

0 ∈ ∇ψ(ỹ),

and thus ỹ ∈ S . Combining with Ψ(ỹ) ≤ Ψ∗, we
show that ỹ ∈ Ŝ . Then by taking ȳ = ỹ and since
limk→∞ ‖ȳ − yk‖2 exists, we have limk→∞ ‖ȳ − yk‖2 = 0
and thus limk→∞ dist(yk, Ŝ) = 0.
Case (b): We assume that {τn} is not finite and for
any k0 ∈ N, there exists k ≥ k0 such that δ‖yk−1 −
zlk‖2 + δ‖yk−1 − zuk‖2 + 1

4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2
+

µsuαk−1

sl
(Ψ(zuk)−Ψ∗) < 0 . It follows from the assumption

that τn is well defined for n large enough and limn→∞ τn =
+∞. We assume without loss of generality that τn is well
defined for all n.

By setting y = ProjŜ(yk) in Eq. (11), we have

1
2sl

dist2(yk, Ŝ)

≥ 1
2sl

dist2(yk+1, Ŝ) +
(

(1−µ)(1−slLf )
2sl

− δ
)
‖yk − zlk+1‖2

+
(
µ(1−suLF )

2sl
− δ
)
‖yk − zuk+1‖2 + δ‖yk − zlk+1‖2

+ δ‖yk − zuk+1‖2 + 1
4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

+ 1
4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

+µsuαk
sl

(
Ψ(zuk+1)−Ψ∗

)
+ βk

(
ψ(zlk+1)−minψ

)
.

(24)

Suppose τn ≤ n− 1, and by the definition of τn, we have

δ‖yk − zlk+1‖2 + δ‖yk − zuk+1‖2 + µsuαk
sl

(
Ψ(zuk+1)−Ψ∗

)
+ 1

4sl

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2 ≥ 0,

for all τn ≤ k ≤ n− 1. Then

hk+1 − hk ≤ 0, τn ≤ k ≤ n− 1, (25)

where hk := 1
2sl

dist2(yk, Ŝ). Adding these n− τn inequali-
ties, we have

hn ≤ hτn . (26)

Eq. (26) is also true when τn = n because hτn = hn. Once
we are able to show that limn→∞ hτn = 0, we can obtain
from Eq. (26) that limn→∞ hn = 0.

By the definition of {τn}, Ψ∗ > Ψ(zuk) for all k ∈ {τn}.
Since Y is compact, according to Lemma 4, both {yτn} and
{zuτn} are bounded, and hence {hτn} is bounded. As Ψ is
assumed to be continuous, there exists M0 such that

0 ≤ Ψ∗ −Ψ(zuk) ≤ Ψ∗ −M0.

According to the definition of τn, we have for all k ∈ {τn},

δ(‖yk−1 − zlk‖2 + ‖yk−1 − zuk‖2)

+ 1
4sl

∥∥((1− µ)zlk + µzuk
)
− yk

∥∥2

< µsuαk−1

sl
(Ψ∗ −Ψ(zuk)) ≤ µsuαk−1

sl
(Ψ∗ −M0) .

As limn→∞ τn = +∞, αk → 0, we have

limn→∞ ‖yτn−1 − zlτn‖ = 0,
limn→∞ ‖yτn−1 − zuτn‖ = 0,

limn→∞ ‖
(
(1− µ)zlτn + µzuτn

)
− yτn‖ = 0.

Let ỹ be any limit point of {yτn}, and {y`} be the subse-
quence of {yτn} such that

lim
`→∞

y` = ỹ,

as limn→∞ ‖yτn−1 − yτn‖ ≤ limn→∞(‖yτn−1 −(
(1− µ)zlτn + µzuτn

)
‖+ ‖

(
(1− µ)zlτn + µzuτn

)
− yτn‖) = 0.

We have lim`→∞ y`−1 = ỹ. Let k = ` − 1 and ` → ∞
in Eq. (12), by the continuity of ∇ψ, βk ≥ β > 0 and
lim`→∞ ‖y`−1 − zl`‖ = 0. Then, we have

0 ∈ ∇ψ(ỹ),

and thus ỹ ∈ S . As Ψ∗ > Ψ(zuk) for all k ∈ {τn} and hence
Ψ∗ > Ψ(zu` ) for all `. Then it follows from the continuity of Ψ
and limn→∞ ‖zuτn−yτn‖ = 0 that Ψ∗ ≥ Ψ(ỹ), which implies
ỹ ∈ Ŝ and lim`→0 h` = 0. Now, as we have shown above
that ỹ ∈ Ŝ for any limit point ỹ of {yτn}, we can obtain from
the boundness of {yτn} and {hτn} that limn→∞ hτn = 0.
Thus limn→∞ hn = 0, and limk→∞ dist(yk,S) = 0.

3.4 Proof of Theorem 4

Lemma 5. Let {yk} be the sequence generated by Eq. (8) with
αk = 1

k+1 , βk ∈ [β, 1] with some β > 0, |βk − βk−1| ≤ cβ
(k+1)2

with some cβ > 0, su ∈ (0, 1
LF

), sl ∈ (0, 1
Lf

) and µ ∈ (0, 1),
then for any ȳ ∈ S(x), we have

‖yk+1 − yk‖2 ≤ ‖yk − yk−1‖2 + µ
(k+1)2 ‖yk−1 − zuk‖2

+
2(1−µ)slcβDMf

(k+1)2 + 2µsuDMF

k(k+1) +
(1−µ)c2β
β2(k+1)4 ‖yk−1 − zlk‖2.
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Proof. According to [34, Proposition 4.8, Proposition 4.33,
Corollary 18.16], we know that when 0 ≤ βksl ≤ 1

Lf
, 0 ≤

αksu ≤ 1
LF

, operators Id − βksl∇ψ, Id − αksu∇Ψ and
ProjY are all nonexpansive (i.e., 1-Lipschitz continuous).
Next, as

yk+1 = ProjY
(
µzuk+1 + (1− µ)zlk+1

)
= ProjY (yk−(µαksu∇Ψ(yk)+(1−µ)βksl∇ψ(yk))) ,

by denoting ∆k
α := αk − αk−1 and ∆k

β := βk − βk−1, we
have the following inequality

‖yk+1 − yk‖2
≤ µ‖zuk+1 − zuk‖2 + (1− µ)‖zlk+1 − zlk‖2,
≤ µ‖(Id− αksu∇Ψ)(yk − yk−1)‖2 + µs2

u|∆k
α|2‖∇Ψ(yk−1)‖2

+2µsu|δkα|‖(Id− αksu∇Ψ)(yk − yk−1)‖‖∇Ψ(yk−1)‖
+(1− µ)‖(Id− βksl∇ψ)(yk − yk−1)‖2
+2(1− µ)sl|∆k

β |‖(Id− βksl∇ψ)(yk − yk−1)‖‖∇ψ(yk−1)‖
+(1− µ)s2

l |∆k
β |2‖∇ψ(yk−1)‖2

≤ ‖yk − yk−1‖2 + 2µsu|∆k
α|‖yk − yk−1‖‖∇Ψ(yk−1)‖

+
µ|∆k

α|
2

α2
k−1
‖yk−1 − zuk‖2 +

(1−µ)|∆k
β |

2

β2
k−1

‖yk−1 − zlk‖2

+2(1− µ)sl|∆k
β |‖yk − yk−1‖‖∇ψ(yk−1)‖,

where the first inequality follows from the nonexpansiveness
of ProjY and the convexity of ‖ · ‖2, the second inequality
comes from the definitions of zuk , z

l
k and the last inequality

follows from the nonexpansiveness of Id−βksl∇ψ and Id−
αksu∇Ψ and the definitions of zuk , z

l
k. Then, since αk = 1

k+1 ,
βk ≥ β > 0, |βk − βk−1| ≤ cβ

(k+1)2 , D = supy,y′∈Y ‖y − y′‖,
supy∈Y ‖∇Ψ(y)‖ ≤ MΨ and supy∈Y ‖∇ψ(y)‖ ≤ Mψ , we
have the following result

‖yk+1 − yk‖2 ≤ ‖yk − yk−1‖2 + µ
(k+1)2 ‖yk−1 − zuk‖2

+
2(1−µ)slcβDMψ

(k+1)2 + 2µsuDMΨ

k(k+1) +
(1−µ)c2β
β2(k+1)4 ‖yk−1 − zlk‖2.

Proof of Theorem 4. Let ȳ be any point in S , and set y = ȳ in
Eq. (11), since ψ(ȳ) = miny∈Rn ψ(y) ≤ ψ(zlk+1), we have

1
2‖ȳ − yk‖2 + µsu

k+1

(
Ψ∗ −Ψ(zk+1

u )
)

≥ 1
2‖ȳ − yk+1‖2 + 1

2 (1− µ)(1− βkslLf )‖yk − zlk+1‖2
+ 1

2µ(1− αksuLF )‖yk − zuk+1‖2

+ 1
2

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

(27)
Adding the Eq. (27) from k = 0 to k = n − 1, and since
αk, βk ∈ (0, 1], we have

1
2‖ȳ − yn‖2 + 1

2 (1− µ)(1− slLf )
n−1∑
k=0
‖yk − zlk+1‖2

+ 1
2µ(1− suLF )

n−1∑
k=0
‖yk − zuk+1‖2

+ 1
2

n−1∑
k=0

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2

≤ 1
2‖ȳ − y0‖2 +

n−1∑
k=0

su
k+1

(
Ψ∗ −Ψ(zuk+1)

)
≤ 1

2‖ȳ − y0‖2 + su(1 + lnn) (Ψ∗ −M0) ,
(28)

where the last inequality follows from the assumption that
inf Ψ ≥M0. By Lemma 5, we have

‖yk+1 − yk‖2 ≤ ‖yk − yk−1‖2 + µ
(k+1)2 ‖yk−1 − zuk‖2

+
2(1−µ)slcβDMf

(k+1)2 + 2µsuDMF

k(k+1) +
(1−µ)c2β
β2(k+1)4 ‖yk−1 − zlk‖2.

(29)
and thus

n‖yn − yn−1‖2 ≤
n−1∑
k=0
‖yk+1 − yk‖2 + µ

n−1∑
k=0
‖yk − zuk+1‖2

+
(1−µ)c2β
β2

n−1∑
k=0
‖yk−zlk+1‖2+2µsuDMF +2(1−µ)slcβDMf .

(30)
Then it follows from Eq. (28) and Eq. (30) that

min {(1− slLf ), (1− suLF ), 1}n‖yn − yn−1‖2

≤ min {(1− slLf ), (1− suLF ), 1}
n−1∑
k=0
‖yk+1 − yk‖2

+
c2β
β2 (1− µ)(1− slLf )

n−1∑
k=0
‖yk − zlk+1‖2 + 2µsuDMF

+µ(1− suLF )
n−1∑
k=0
‖yk − zuk+1‖2 + 2(1− µ)slcβDMf

≤ (2 +
c2β
β2 )(1− µ)(1− slLf )

n−1∑
k=0
‖yk − zlk+1‖2

+3µ(1− suLF )
n−1∑
k=0
‖yk − zuk+1‖2 + 2(1− µ)slcβDMf

+2
n−1∑
k=0

∥∥((1− µ)zlk+1 + µzuk+1

)
− yk+1

∥∥2
+ 2µsuDMF

≤ max{2 +
c2β
β2 , 3}

(
‖ȳ − y0‖2 + 2su(1 + lnn) (Ψ∗ −M0)

)
+2µsuDMF + 2(1− µ)slcβDMf ,

where the second inequality comes from yk − yk+1 = (1−
µ)(yk−zlk+1)+µ(yk−zuk+1)+(1−µ)zlk+1 +µzuk+1−yk+1

and the convexity of ‖ · ‖2. Combining with ‖ȳ − y0‖ ≤ D,
we have

‖yn − yn−1‖2 ≤
C1(1 + lnn)

n
, (31)

where C1 := (max{2 + c2β/β
2, 3}(D2 + 2su(Ψ∗ −M0)) +

2µsuDMF + 2(1 − µ)slcβDMf )/min{(1 − slLf ), (1 −
suLF ), 1}. Next, by Lemma 4, we have for all k,

‖zlk+1 − yk‖ ≤ ‖zlk+1 − ȳ‖+ ‖yk − ȳ‖ ≤ 2‖yk − ȳ‖ ≤ 2D.

Then, we have
1
β2
k
‖zlk+1 − yk‖2

≤ 2
βk−1
‖zlk − yk−1‖‖

zlk+1−yk
βk

− zlk−yk−1

βk−1
‖

+ 1
β2
k−1
‖zlk − yk−1‖2 + ‖z

l
k+1−yk
βk

− zlk−yk−1

βk−1
‖2

≤ 1
β2
k−1
‖zlk − yk−1‖2 + s2

l ‖∇ψ(yk)−∇ψ(yk−1)‖2

+ 4D
βk−1
‖∇ψ(yk)−∇ψ(yk−1)‖

≤ 1
β2
k−1
‖zlk−yk−1‖2+s2

lL
2
f‖yk−yk−1‖2+

4DLf
βk−1

‖yk−yk−1‖
≤ 1
β2
k−1
‖zlk − yk−1‖2 + (s2

lL
2
fD +

4DLf
β )‖yk − yk−1‖,

(32)
where the second inequality follows from the definition of
zlk and the last inequality comes from ‖yk − yk−1‖ ≤ D and
βk ≥ β. This implies that for any n > n0 > 0,

1
β2
n
‖zln+1 − yn‖2 ≤ (s2

lL
2
fD +

4DLf
β )

n∑
k=n0+1

‖yk − yk−1‖

+ 1
β2
n0

‖zln0+1 − yn0
‖2.
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Thus, since βk ∈ [β, 1], for any m ≥ 2 and n0 = n−m+ 1,
the following holds

mβ2‖zln+1 − yn‖2

≤ (s2
lL

2
fD +

4DLf
β )

n∑
k=n0+1

(k − n0)‖yk − yk−1‖

+
n∑

k=n0

‖zlk+1 − yk‖2

≤
n∑

k=n0

‖zlk+1−yk‖2+(s2
lL

2
fD+

4DLf
β )
√
C1

m(m−1)
2

√
(1+lnn0)
√
n0

,

(33)
where the last inequality follows from Eq. (31) that ‖yk −
yk−1‖2 ≤ C1(1+lnn0)

n0
for all k ≥ n0, and it can be easily

verified that the above inequality holds when m = 1. By
Eq. (28), we have

1
2 (1− µ)(1− slLf )

n−1∑
k=0
‖yk − zlk+1‖2

≤ 1
2‖ȳ − y0‖2 + su(1 + lnn) (Ψ∗ −M0) .

Then, for any n, let m be the smallest integer such that
m ≥ n

1
4 and let n0 = n − m + 1, combining the above

inequality with Eq. (33), we have

‖ȳ−y0‖2+2su(1+lnn)(Ψ∗−M0)
(1−µ)(1−slLf )

≥
n∑

k=n0

‖yk − zlk+1‖2

≥ mβ2‖yn − zln+1‖2 − C2
m(m−1)

2

√
(1+lnn0)
√
n0

,

where C2 := (s2
lL

2
ψD +

4DLf
β )
√
C1.

Next, as n
1
4 + 1 ≥ m ≥ n 1

4 , and hence n0 ≥ (m− 1)4 −
m+ 1. Then 16n0 −m2(m− 1)2 ≥ (m− 1)[(m− 1)(3m−
4)(5m − 4) − 1] > 0 when m ≥ 2. Thus, when n ≥ 2, we

have m ≥ 2 and m(m−1)
2

√
(1+lnn0)
√
n0

≤ 2
√

(1 + lnn0). Then,

let C3 := D2+2su(Ψ∗−M0)
(1−µ)(1−slLf ) , we have for any n ≥ 2,

‖yn − zln+1‖2 ≤
1

mβ2

(
C3(1 + lnn) + 2C2

√
(1 + lnn0)

)
≤ (2C2 + C3)

β2

1 + lnn

n
1
4

,

where the last inequality follows from
√

1 + lnn0 ≤ 1 + lnn
and m ≥ n

1
4 . By the convexity of ψ, and yn − zln+1 =

βnsl∇ψ(yn), we have

ψ(yn) ≤ ψ(ȳ) + 〈∇ψ(yn),yn − ȳ〉

= minψ +
1

βnsl
〈yn − zln+1,yn − ȳ〉

≤ minψ +
1

βnsl
‖yn − zln+1‖‖yn − ȳ‖

≤ minψ +
D

β2sl

√
(2C2 + C3)

1 + lnn

n
1
4

.

4 DISCUSSION AND EXTENSION

This section provides a comparison with the existing LLS
scheme by a high dimension counter-example in Section 4.1
and develops an one-stage extension scheme in Section 4.2.

Fig. 1. An evaluation of the convergence behavior about the LL variable
y. We compare our BDA with gradient-based BLO algorithm (i.e., RHG).
We set the initial points (x, y) = (0, 0), n = 50 and K = 20. xt denotes
the UL variable at the t-th UL iterations.

4.1 Comparing with Existing LLS Theories
As aforementioned, a number of gradient-based methods
have been proposed to solve BLO in Eqs. (1)-(2). However,
these existing methods all rely on the uniqueness of S(x)
(i.e., LLS assumption). That is, rather than considering the
original BLO in Eqs. (1)-(2), they actually solve the following
simplification:

min
x∈X

F (x,y), s.t. y = arg min
y
f(x,y), (34)

where the LL subproblem only has one single solution for a
given x. By considering y as a function of x, the idea behind
these approaches is to take a gradient-based first-order
scheme (e.g, gradient descent, stochastic gradient descent, or
their variations) on the LL subproblem. Therefore, with the
initialization point y0, a sequence {yk(x)}Kk=0 parameterized
by x can be generated, e.g.,

yk+1(x) = yk(x)− sl∇yf(x,yk(x)), k = 0, · · · ,K − 1,
(35)

where sl > 0 is an appropriately chosen step size. Then by
considering yK(x) (i.e., the output of Eq. (35) for a given x)
as an approximated optimal solution to the LL subproblem,
we can incorporate yK(x) into the UL objective and obtain a
single-level approximation model, i.e., minx∈X F (x,yK(x)).
Finally, by unrolling the iterative update scheme in Eq. (35),
we can calculate the derivative of F (x,yK(x)) (w.r.t. x) to
optimize Eq. (34) by automatic differentiation techniques [6],
[36]. We summarize the updating schemes of UL and LL
subproblem in Table 2.

The UL objective F is indeed a function of both the UL
variable x and the LL variable y. Conventional gradient-
based bi-level methods (Eq. (35)) only use the gradient
information of the LL subproblem to update y. Thanks to
the LLS assumption, for fixed UL variable x, the LL solution
y can be uniquely determined. Thus the sequence {yk}Kk=0

could converge to the true optimal solution, that minimizes
both the LL and UL objectives. However, when LLS is absent,
{yk}Kk=0 may easily fail to converge to the true solution.
Therefore, x∗K may tend to be incorrect limiting points.

Example 1. (Counter-Example) With x ∈ Rn, y ∈ Rn and
z ∈ Rn, we consider the following BLO problem:

min
x∈X
‖x− z‖4 + ‖y − e‖4,

s.t. (y, z) ∈ arg min
y∈Rn,z∈Rn

1
2‖y‖

2 − x>y,
(36)

where X = [−100, 100]× · · · [−100, 100] ⊂ Rn, e denotes the
vector whose elements are all equal to 1. By simple calculation, we
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Fig. 2. Illustrating the convergence behavior of gradient-based BLO algorithms about the UL variable x. We set the initial points (x, y) = (0, 0), n = 50
and K = 20. In the first subfigure, ϕK(x) and ϕ∗(x) denote the UL objective with LL computational solution yK and the optimal LL solution y∗

respectively. The second and third subfigures respectively show the errors of UL objective (i.e., |ϕK(x)− ϕ∗(x)|) and UL variable (i.e., ‖x− x∗‖).
The last subfigure illustrates the relationship among Optimal solution (short for “Opt.”, the red star) and the iteration solutions of RHG and BDA.

know that the unique optimal solution of Eq. (36) is x∗ = y∗ =
z∗ = e. However, if adopting the existing gradient-based scheme
in Eq. (35) with initialization (y0, z0) = (0, 0) and varying step
size skl ∈ (0, 1), we have that yK = (1−

∏K−1
k=0 (1− skl ))x and

zK = 0. Then the approximated problem of Eq. (36) amounts to

min
x∈X

F (x,yK , zK) = ‖x‖4 + ‖(1−
K−1∏
k=0

(1− skl ))x− e‖4.

Consider sequence

x∗K = arg min
x∈X

F (x,yK , zK),

it follows from the first-order optimality condition that,

0 = 4‖x∗K‖2x∗K + 4aK‖aKx∗K − e‖2(aKx∗K − e), (37)

where aK = (1 −
∏K−1
k=0 (1 − skl )). Then, if sequence {x∗K}

converge to a limit point e, and since {aK} is bounded, there
exist subsequences {x∗K`} ⊂ {x

∗
K} and {aK`} ⊂ {aK} such

that {x∗K`} → e and {aK`} → ā. By considering subsequences
{x∗K`} and {aK`} in (37) and taking K` →∞, we should have

0 = ‖e‖2e + ā‖āe− e‖2(āe− e),

= [1 + (ā− 1)3ā]‖e‖2e

and thus
0 = 1 + (ā− 1)3ā.

However, since aK = (1 −
∏K−1
k=0 (1 − skl )) ∈ [0, 1], then ā ∈

[0, 1] and

1 + (ā− 1)3ā ≥ 1− |(ā− 1)ā| ≥ 3

4
> 0,

which is a contradiction to 0 = 1 + (ā − 1)3ā. Therefore, any
subseuqnce of {x∗K} cannot converge to the true solution (i.e.,
x∗ = e).

Remark 1. Actually, even with strongly convex UL objective w.r.t.
LL variable y, the existing bi-level based methods still may fail
to reach an optimal solution. For example, with x ∈ [−100, 100]
and y ∈ R2, we consider the following BLO problem:

min
x∈[−100,100]

1
2‖x− y2‖2 + 1

2‖y1 − 1‖2,

s.t. y ∈ arg min
y∈R2

1
2‖y1‖2 − x>y1.

By simple calculation, we know that the unique optimal solution
of Eq. (1) is x∗ = 1,y∗ = (1, 1). However, if adopting the
existing gradient-based scheme in Eq. (35) with initialization

x0 x5 x20

Fig. 3. LL iteration curves of gradient-based BLO algorithms (T-RHG,
RHG and Ours) under three fixed x (i.e., x0, x5, x20). The objective
errors (i.e., |f(x0,yk)− f(x0,y∗(x0))|), variable errors with y∗(x) and
y∗ (i.e., ‖yk −y∗(x0)‖ and ‖yk −y∗‖) are respectively plotted from the
top to the bottom row. y∗(x) and y∗ denote the optimal solution with and
without relationship about x.

y0 = (0, 0) and varying step size skl ∈ (0, 1), we have that
[yK ]1 = (1 −

∏K−1
k=0 (1 − skl ))x and [yK ]2 = 0. By defining

ϕK(x) = F (x,yK), we have x∗K =
(1−

∏K−1
k=0 (1−skl ))

1+(1−
∏K−1
k=0 (1−skl ))2

. It is

easy to check that x∗K ≤ 1
2 . So x∗K cannot converge to the true

solution (i.e., x∗ = 1).

Remark 2. In applications, to achieve the LLS, people sometimes
add a strongly convex regularization term to the LL subproblem.
We must clarify that this strategy is only heuristic, which usually
causes unpredictable large deviation from the true solution.

Indeed, even the strongly convex regularization is set to be
vanishing, such an appoximation procedure cannot guarantee any
convergence to the true solution. We will take the counter-example
in Remark 1 again for illustration. Specifically, we introduce a
quadratic term 1/2ε‖y2‖2 to the LL subproblem

min
y∈R2

1

2
‖y1‖2 +

1

2
ε‖y2‖2 − x>y1.

Apparently, the LL objective becomes strongly convex. But it can
be checked that the optimal solution to such bilevel problem with
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regularized LL

min
x∈[−100,100]

1
2‖x− y2‖2 + 1

2‖y1 − 1‖2,

s.t. y ∈ arg min
y∈R2

1
2‖y1‖2 + 1

2ε‖y2‖2 − x>y1,

becomes x∗(ε) = 1
2 , y∗1(ε) = 1

2 , y∗2(ε) = 0 which is obviously
no longer the true solution to the original bilevel model. Moreover,
even with ε tending 0, unfortunately, x∗(ε), y∗(ε) and y∗2(ε) still
fail to converge to the true solution (1, 1, 1).

To demonstrate the convergence behavior of our BDA
and the most popular bi-level method (i.e., RHG [6], [3]), we
first illustrate the optimization procedure of LL variable (i.e.,
yK ) in Figure 1. As can be observed that the LL variable
yK can converge to the LL solution set S(xt) for both RHG
and our BDA in the left subfigure. But, the LL variable of
our method can find the optimal point, i.e., y∗, while RHG
cannot. Note that we set the dimension n = 50.

In Figure 2, comparing with RHG, we then demonstrate
the optimization procedure of UL variable (i.e., x). In the
first subfigure, under fixed LL iterative solution yK , the UL
objective ϕK(x) illustrates that our BDA can efficiently fit the
optimal objective function (i.e., ϕ∗(x)) for any UL variable.
To further demonstrate the convergence behavior, we plotted
the errors of the UL objective (i.e., |ϕK(x) − ϕ(x)|) and
variable (i.e., ‖x− x∗‖) in the second and third subfigures.
With the above illustration, we summarize the relationship
of Optimal solution (short for “Opt.”, the red one in the last
subfigure) with the iterative solutions of RHG and BDA in
the last subfigure. Thus, we conclude that our BDA can find
the optimal point, while RHG converge to a non-optimal
point in S(x). .

4.2 One-stage BDA

Multi-step of the LL iteration modules Tk will cause a lot of
memory consumption that may be an obstacle in modern
massive-scale deep learning applications. Thus it would
be useful to simplify iteration steps. This part provides an
extension scheme leveraging a one-stage simplification to
reduce complicated gradient-based calculation steps [12]. By
setting K = 1 in Eq. (8), the algorithm reads as

y1(x) = T1 (x,y0) = ProjY (y0 − ρ∂yφ(x,y0)) , (38)

where φ(x,y0) = αF (x,y0) + βf(x,y0) and α, β ∈
(0, 1] denote the aggregation parameters. Indeed, if (y0 −
ρ∂yφ(x,y0)) ∈ Y , with this one-stage simplification, we can
simplify the back-propagation calculation with the following
finite difference approximation

dϕ1(x)
dx = ∂F (x,y1)

∂x + ∂F (x,y1)
∂y1

dy1

dx

≈ ∂F (x,y1)
∂x − ρ∂xφ(x,h+

0 )−∂xφ(x,h−0 )
2ε ,

where h±0 = y0 ± ε∂F (x,y1)/∂y1 and ∂xφ(x,y) =
α∂xF (x,y) + β∂xf(x,y). Since Y can be a big interval, this
case (i.e., (y0−ρ∂yφ(x,y0)) ∈ Y) is often satisfied in general.
If (y0 − ρ∂yφ(x,y0)) /∈ Y , the above back-propagation can
be calculated by the following form

dϕ1(x)
dx ≈ ∂F (x,y1)

∂x

−∂xφ(x,h++
0 )−∂xφ(x,h−+

0 )−(∂xφ(x,h+−
0 )−∂xφ(x,h−−0 ))

4ε1+ 1
2

,

Fig. 4. Comparisons of BDA with RHG on ten different initial points. We
set the dimensional n = 50 and K = 20. The left subfigure show the
iteration solution of different initial points. We select five different initial
points and show the UL objective behavior of BDA and RHG on the right
subfigure.

where h±+
0 = y0 ± εProjY

(
z0 + ε1/2∂F (x,y1)/∂y

)
and

h±−0 = y0 ± εProjY

(
z0 − ε1/2∂F (x,y1)/∂y

)
with z0 =

y0 − ρ∂yφ(x,y0).

5 EXPERIMENTAL RESULTS

This section first verify the numerical results and then eval-
uate the performance of our proposed method on different
problems. We conducted these experiments on a PC with In
tel Core i7-7700 CPU (3.6 GHz), 32GB RAM and an NVIDIA
GeForce RTX 2060 6GB GPU.

5.1 Numerical Evaluations
Our numerical results are investigated based on the synthetic
BLO described in Subsection 4.1, i.e., Counter Example in
Eq. (36). As stated in Subsection 4.1, this deterministic bi-
level formulation satisfies all the assumptions required in
Section 3, but it cannot meet the LLS condition considered
in [29], [6], [3], [28], [4].

To show the influence of the LL iterations (i.e., K)
on different methods, we first plotted the convergence
behaviors (i.e., |f(xt,yk)−f(xt,y∗(xt))|, ‖yk(xt)−y∗(xt)‖
and ‖yk(xt)− y∗‖ with t = 0, 5, 20) under different given x
(i.e., x0, x5, x20) in Figure 3. This figure compare our BDA
with the most popular bi-level based methods (i.e., T-RHG
and RHG). Note that t = 0, 5, 20 are the UL iteration steps
during the operation process. From the first and second row
of Figure 3, we observed that with fixed UL variable x, the
results of RHG and BDA converge to the optimal solution
with corresponding given xt. The third row of Figure 3
plotted the distance between the current iteration step and
the optimal solution y∗. As can be seen, after a few UL
iteration steps (i.e., t ≥ 5), BDA is close to the optimal
solution y∗ while RHG and T-RHG cannot. In the above
figures, we set αk = 0.5/k, k = 1, · · · ,K.

Figure 4 plotted numerical results of the proposed BDA
and RHG [6], [3] with ten different initialization points.
We considered different numerical metrics, such as the
relationship of (x,y) with optimal solution (x∗,y∗) and the
distance between F (x,yK) and F ∗ (i.e., |F (x,yK)−F ∗|), for
evaluations. It needs to be noted that we select five different
initial points to show the performance of |F (x,yK) − F ∗|.
As can be observed that RHG is always hard to obtain
the correct solution, even start from different initialization
points. It is mainly because that the solution set of the LL
subproblem in Eq. (36) is not a singleton, which does not
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TABLE 3
Data hyper-cleaning accuracy of the compared methods on two different datasets, i.e., MNIST [37] and Fashion MNIST [38]. The LL iterations are

K = 200 and K = 50 on MNIST and Fashion MNIST, respectively. For T-RHG, we chose 100-step and 25-step truncated back-propagation
respectively from K = 200 and K = 50 to guarantee its convergence. “Test Acc.” and “Val. Acc.” denote the averaged accuracy of test and validation

sets, respectively.

Methods MNIST Fashion MNIST
Val. Acc. Test Acc. F1-Score Time(s) Val. Acc. Test Acc. F1-Score Time(s)

IHG 86.98 87.69 87.62 12.14 ± 0.73 82.66 83.82 83.63 10.92 ± 0.75
RHG 88.08 88.30 88.20 3.72 ± 0.01 85.12 86.14 86.04 1.09 ± 0.01

T-RHG 88.30 86.16 88.10 2.49 ± 0.07 85.12 86.06 86.07 0.63 ± 0.01
O-BDA 88.84 88.45 88.37 2.89 ± 0.01 86.34 86.16 86.05 0.66 ± 0.01

BDA 88.26 88.47 88.42 7.82 ± 0.12 85.28 86.26 86.17 1.91 ± 0.01

Fig. 5. Comparing of our BDA under different settings, i.e., with and
without projection operator (namely w/ Projection and w/o Projection).
We set n = 50 and K = 20.

Fig. 6. The iteration curves of the developed BDA with different α settings
(i.e., with Fixed α = 0, α = 0.5 and Adaptive α = 0.5/k). We set n = 50
and K = 20.

satisfy the fundamental assumption of RHG. In contrast, the
proposed method can obtain a truly optimal solution in all
these scenarios. The initialization only slightly affects the
convergence speed of our iterative sequences.

To explore the performance under projection operator
denoted in Eq. (8), we report in Figure 5 the results (i.e.,
‖x− x∗‖ and ‖y− y∗‖) of comparing the performance with
and without projection (i.e., w/ Projection, w/o Projection).
In this experiment, we set the initial value far away from
the optimal point with relatively close projection interval Y .
As can be seen, with the projection operator, the iteration
sequences reach convergence with fewer steps.

Figure 6 evaluated the convergence behaviors of BDA
with different choices of αk. By setting αk = 0, we were
unable to use the UL information guiding the LL updating.
Thus it is hard to obtain proper feasible solutions for the
UL approximation subproblem. When choosing a fixed αk
in (0, 1) (e.g., αk = 0.5), the numerical performance can be
improved but the convergence speed was still slow. Fortu-
nately, we followed our theoretical findings and introduced
an adaptive strategy to incorporate UL information into LL
iterations, leading to nice convergence behaviors for both UL
and LL variables.

5.2 Hyper-parameter Optimization

For the hyper-parameter optimization problem, the key idea
is to choose a set of optimal hyper-parameters for a given
machine learning task. In this experiment, we consider a
specific hyper-parameter optimization example (i.e., data
hyper-cleaning [6], [28]) to evaluate the developed bi-level
algorithm. This task aims to train a linear classifier on a
given image set, but part of the training labels are corrupted.
Here we consider softmax regression (with parameters y) as
our classifier and introduce hyper-parameters x to weight
samples for training. We define the LL objective as the
following weighted training loss:

f(x,y) =
∑

(ui,vi)∈Dtr

[σ(x)]i`(y;ui,vi),

where x is the hyper-parameter vector to penalize the
objective for different training samples, `(y;ui,vi) means
the cross-entropy function with the classification parameter
y, and data pairs (ui,vi) and denote Dtr and Dval as
the training and validation sets, respectively. Here σ(x)
denotes the element-wise sigmoid function on x and is
used to constrain the weights in the range [0, 1]. For the
UL subproblem, we define the objective as the cross-entropy
loss with `2 regularization on the validation set, i.e.,

F (x,y) =
∑

(ui,vi)∈Dval

`(y(x);ui,vi).

In particular, the UL and LL objective F and f w.r.t. y is
required to be convex. To satisfy this requirement, we design
the classifier with a fully connected layer.

We applied our BDA and One-stage BDA (O-BDA)
together with the bi-level based methods, i.e., Implicit HG
(IHG) [26], RHG and Truncated RHG (T-RHG) [28]. We first
conduct the experiment on two datasets (MNIST dataset [37]
and Fashion MNIST dataset [38]) that each with 5000 training
examples (i.e., Dtr), 5000 validation examples (i.e., Dval) and
a test set with the remaining 60000 samples. We randomly
chose 2500 training samples from Dtr and pollute the labels.

We use validation accuracy (i.e., Val. Acc.), test accuracy
(i.e., Test Acc.), F1-score and running times as the metrics of
our developed algorithm. As shown in Table 3, the developed
method perform the best both on MNIST and Fashion MNIST
dataset. Besides, the developed O-BDA still perform better
when comparing with the existing bi-level based methods.
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TABLE 4
Averaged accuracy scores ± standard deviation of various methods (model-based methods and gradient-based bi-level methods) on few-shot

classification classification problems (1-shot and 5-shot, i.e., M = 1, 5, N = 5, 20, 30, 40) on Omniglot.

Method
5-way 20-way 30-way 40-way

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

MAML 98.70 ± 0.40% 99.91 ± 0.10% 95.80 ± 0.30% 98.90 ± 0.20% 86.86 ± 0.49% 96.86 ± 0.19% 85.98 ± 0.45% 94.46 ± 0.13%

Meta-SGD 97.97 ± 0.70% 98.96 ± 0.20% 93.98 ± 0.43% 98.42 ± 0.11% 89.91 ± 0.04% 96.21 ±0.15% 87.39 ± 0.43% 95.10 ± 0.15%

Reptile 97.68 ± 0.04% 99.48 ± 0.06% 89.43 ± 0.14% 97.12 ± 0.32% 85.40 ± 0.30% 95.28 ± 0.30% 82.50 ± 0.30% 92.79 ± 0.33%

iMAML,GD 99.16 ± 0.35% 99.67 ± 0.12% 94.46 ± 0.42% 98.69 ± 0.10% 89.52 ± 0.20% 96.51 ± 0.08% 87.28 ± 0.21% 95.27 ± 0.08%

RHG 98.64 ± 0.21% 99.58 ± 0.12% 96.13 ± 0.20% 99.09 ± 0.08% 93.92 ± 0.18% 98.43 ± 0.08% 90.78 ± 0.20% 96.79 ± 0.10%

T-RHG 98.74 ± 0.21% 99.71 ± 0.07% 95.82 ± 0.20% 98.95 ± 0.07% 94.02 ± 0.18% 98.39 ± 0.07% 90.73 ± 0.20% 96.79 ± 0.10%

BDA 99.04 ± 0.18% 99.74 ± 0.05% 96.50 ± 0.16% 99.19 ± 0.07% 94.37 ± 0.18% 98.53 ± 0.07% 92.49 ± 0.18% 97.12 ± 0.09 %

TABLE 5
The few-shot classification performances on MiniImageNet (N = 5 and
M = 1). The second column reported the averaged accuracy after
converged. The rightmost two columns compared the UL Iterations
(denoted as “UL Iter.”), when achieving almost the same accuracy

(≈ 44%). Here “Ave. ± Var. (Acc.)” denotes the averaged accuracy and
the corresponding variance.

Method Acc. Ave. ± Var. (Acc.) UL Iter.

RHG 48.89 44.46 ± 0.78% 3300
T-RHG 47.67 44.21 ± 0.78% 3700
PBDA 49.08 44.24 ± 0.79% 2500

5.3 Meta-Learning

Meta-learning aims to leverage a large number of similar
few-shot tasks to learn an algorithm that should work well
on novel tasks in which only a few labeled samples are
available. In particular, we consider the few-shot learning
problem [39], [40], where each task is to discriminate N
separate classes and it is to learn the hyper-parameter x
such that each task can be solved only with M training
samples (i.e., N -way M -shot). Following the experimental
protocol used in recent works that the network architecture
is with four-layer CNNs followed by fully connected layer,
we separate the network architecture into two parts: the
cross-task intermediate representation layers (parameterized
by x) outputs the meta features and the multinomial logistic
regression layer (parameterized by yj) as our ground clas-
sifier for the j-th task. We also collect a meta training data
set D = {Dj}, where Dj = Djtr ∪ Djval is linked to the j-th
task. Then for the j-th task, we consider the cross-entropy
function `(x,yj ;Djtr) as the task-specific loss and thus the
LL objective can be defined as

f(x, {yj}) =
∑
j
`(x,yj ;Djtr).

As for the UL objective, we also utilize cross-entropy function
but define it based on {Djval} as

F (x, {yj}) =
∑
j
`(x,yj ;Djval).

Our experiments are conducted on Ominglot [41] and
MiniImageNet [39] benchmarks. We compared our BDA
to several state-of-the-art approaches, such as MAML [29],
Meta-SGD [42], Reptile [30], iMAML [4], RHG, and T-RHG.
As shown in Table 4, BDA compared well to these methods
and achieved the highest classification accuracy except in the

Omniglot dataset MiniImageNet dataset

Fig. 7. Illustrating the validation loss (i.e., UL objectives F (x,y)) for three
bi-level based methods on few-shot classification task.

Fig. 8. Evaluating the orthogonality under different constraints (i.e., with
Max-norm regularization and Spectral Normalization (SN for short)) on
few-shot application.

5-way task. Further, with more complex problems (such as 20-
way, 30-way and 40-way), BDA shows significant advantages
over other methods. Besides, we evaluate the performance
of BDA and bi-level based methods (i.e., RHG and T-RHG)
on the more challenging MiniImageNet data set and the
corresponding results are listed in Table 5. As shown in the
second column of Table 5 that the developed BDA perform
better than RHG and T-RHG. The rightmost two columns
demonstrate that BDA needed the fewest iterations to achieve
almost the same accuracy (≈ 44%). The corresponding
validation loss on Omniglot and MiniImageNet about 5-way
1-shot are shown in Figure 7.

Moreover, to evaluate the effectiveness of the projection
operator, we conduct an experiment evaluating orthogonal
features of the network with two different strategies (i.e.,
max-norm regularization and spectral normalization). Note
that we compute the orthogonality following [43]. As shown
in Figure 8, BDA with both Max and SN training schemes
show the lower orthogonal sum. This experiment implies
that the projection operator can help obtain a better network.
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6 CONCLUSION

This work established a flexible descent aggregation frame-
work with task-tailored iteration dynamics modules to solve
bi-level tasks by formulating BLO in Eqs. (1)-(2) from the
viewpoint of optimistic bi-level. Embedded with a specific
gradient-aggregation-based iterative module, the developed
method is applicable to capture a variety of learning tasks.
Then, this work strictly proved the convergence of the devel-
oped framework without the LLS assumption and the strong
convexity in the UL objective. Furthermore, we provided
an one-stage technique to accelerate the back-propagation
calculation. We constructed a counter-example to illustrate
the advance of our method and explicitly indicates the
importance of the LLS condition for existing gradient-based
bi-level methods. Finally, extensive experiments justified our
theoretical results and demonstrated the superiority of the
proposed algorithm for hyper-parameter optimization and
meta-learning.
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