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Bi-Level Programs (BLPs)
We consider the following BLP formulation:
• A hierarchical optimization problem, where an optimization problem 

contains another optimization problem as the constraint

• In general, solving BLPs is extremely challenging



From single level to bi-level

• Hyper-parameter optimization

Hyper-
parameter

optimization

Most machine learning problems crucially depend on some variables 
that must be decided before learning, e.g., parameters for 
regularization, hypothesis space, optimization, preprocessing, etc.

Bi-level Formulation：

Learning 
algorithm



From single level to bi-level

• Meta learning (e.g., few-shot classification)

intends to design models that can learn 
new skills or adapt to new environments
rapidly with a few training examples 

• A classifier is a “learner” model, 
trained for operating a given task

• We train it over a variety of learning 
tasks to obtain the best performance 
on a distribution of tasks, including 
potentially unseen tasks

Bi-level Formulation：

Validation data Training data 
for j-th task

Loss across tasks
Loss for each task



Existing first-order bi-level schemes
Lower-Level Singleton (LLS) assumption

• Rather than considering the original BLPs, they actually solve a simplification:

Domke, 2012; Machaurin et al. 2015; Franceschi et al. 2017, 2018; Lorraine et al. 2018; MacKay et al. 2019; Shaban et al. 2019.



An interesting counter-example

Schemes with LLS assumption



Bi-level Descent Aggregation (BDA)

• Optimistic Bi-level Algorithmic Framework



Bi-level Descent Aggregation (BDA)
• Flexible Iteration Modules

BDA is flexible enough to incorporate a variety of numerical schemes!



Theoretical investigations

• A General Proof Recipe

LSC: Lower/Upper Semi-Continuous.



Theoretical investigations

• A General Proof Recipe



Theoretical investigations

• Convergence Properties of BDA



Theoretical investigations

• Improving Existing Theories in the LLS  Scenario



Existing bi-level FOMs vs BDA



Numerical verifications

• Compare with gradient-based methods

Fig 2. BLP with different K.

Fig 1. RHG vs BDA



Machine learning applications
• Hyper-parameter optimization (Data hyper-cleaning)

Table 1. Accuracy of data hyper-cleaning.  Dataset: MNIST (LeCun et al., 1998)

 SOTA methods: 

 For T-RHG, we set the number of truncated BPs as 25

RHG (Franceschi et al. 2017, 2018)
T-RHG (Shaban et al. 2019)



Machine learning applications
• Meta Learning (Few-shot classification)

Table 2.  Accuracy of few-shot learning.

 Dataset: Ominglot (Lake et al. 2015)

 Setup: 

 SOTA methods: 

RHG (Franceschi et al. 2017, 2018),  T-RHG (Shaban et 

al. 2019), MAML (Finn et al. 2017), Meta-SGD (Li et al. 

2018), Reptile (Nichol et al. 2018)

4 layers CNN (64 filters, with the size 3*3) followed by 
fully connected layer (Franceschi et al. 2018)



Take home message

• A counter-example explicitly indicates the importance of the Lower-Level Singleton 

(LLS) condition for existing bi-level FOMs.

• By formulating BLPs from the view point of optimistic bi-level, BDA provides a 

generic bi-level algorithmic framework

• We strictly prove the convergence of BDA for general BLPs without the LLS condition.

• As a nontrivial byproduct, we revisit and improve the convergence justification of 

existing gradient-based schemes for BLPs in the LLS scenario.
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