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We introduce a new high-resolution central scheme for multidimensional
Hamilton–Jacobi equations. The scheme retains the simplicity of the non-oscilla-
tory central schemes developed by C.-T. Lin and E. Tadmor (in press,SIAM J.
Sci. Comput.), yet it enjoys a smaller amount of numerical viscosity, independent
of 1/1t. By letting1t ↓ 0 we obtain a new second-order central scheme in the par-
ticularly simple semi-discrete form, along the lines of the new semi-discrete central
schemes recently introduced by the authors in the context of hyperbolic conservation
laws. Fully discrete versions are obtained with appropriate Runge–Kutta solvers. The
smaller amount of dissipation enables efficient integration of convection-diffusion
equations, where the accumulated error is independent of a small time step dictated
by the CFL limitation. The scheme is non-oscillatory thanks to the use of nonlinear
limiters. Here we advocate the use of such limiters onsecond discrete derivatives,
which is shown to yield an improved high resolution when compared to the usual
limitation of first derivatives. Numerical experiments demonstrate the remarkable
resolution obtained by the proposed new central scheme.c© 2000 Academic Press
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1. INTRODUCTION

We consider the multidimensional Hamilton–Jacobi (HJ) equation withHamiltonian H,

ϕt + H(∇xϕ) = 0, (1.1)

wherex= (x1, . . . , xd) ared-spatial variables.
These equations—with and without additional diffusive terms—are of practical impor-

tance with applications ranging from mathematical finance and differential games to front
propagation and image enhancement. Consult [2] and the references therein for a recent
bird’s eye view on the theory of viscosity solutions and various applications, and [1, 6, 7,
13, 19, 20, 22, 24] for their approximate solution.

In this work we present new second-order central difference approximations to (1.1).
These new schemes can be viewed as modifications of the central schemes of Lin and
Tadmor (LT) [19, 20] and as an extension of the method developed by the authors in [15]
for hyperbolic conservation laws and convection-diffusion equations.

The new schemes have a smaller amount of numerical viscosity than the LT schemes,
and unlike the LT schemes, they can be written and integrated in the semi-discrete form.
This allows us to efficiently solve not only Eqs. (1.1), but also viscous HJ equations of the
form

ϕt + H(∇xϕ) = ε1ϕ. (1.2)

Semi-discrete schemes are especially effective when they combinehigh-resolution, non-
oscillatory spatial discretizationwith high-order, large stepsize ODE solvers for their time
evolution. In addition to being effective as a simple-to-use yet high-resolution solver, the
semi-discrete formulation enables long term integration in the presence of degenerate dif-
fusion, as outlined in, e.g., [15, Section 6.4].

The paper is organized as follows. In Section 2 we provide a brief description of the
central differencing approach for HJ equations.

In Section 3 we introduce our main idea by constructing the new first-order semi-discrete
central scheme for (1.1). Then our scheme is extended to the second-order one- (Section 4)
and multidimensional (Section 5) schemes.

We conclude in Section 6 by presenting a number of numerical results. These results are
convincing illustrations that our new central schemes provide high resolution.

2. CENTRAL SCHEMES FOR HAMILTON–JACOBI

EQUATIONS—A BRIEF OVERVIEW

Central schemes can be viewed as Godunov-type projection-evolution methods—starting
with point-values at time leveltn, one reconstructs a piecewise polynomial interpolant,
which is evolved to the next time leveltn+1, and then it is being realized by its pointwise
projection. The main feature of central schemes issimplicity, since no upwinding is involved
in the evolution operator. We illustrate this central approach on the example of the one-
dimensional second-order LT scheme [20].

Let ϕn
j denote an approximate value ofϕ(x= xj , t = tn) at the grid point (xj := j1x,

tn := n1t). Assume that we have computed the values ofϕn
j at time leveltn. Then we first
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construct a continuous piecewise quadratic spatial interpolant,

ϕ̃(x, tn) := ϕn
j +

(1ϕ)n
j+ 1

2

1x
(x − xj )+

(1ϕ)′
j+ 1

2

2(1x)2
(x − xj )(x − xj+1), (2.1)

which is a second-order approximation ofϕ(x, tn) on the corresponding intervalI j+1/2 :=
[xj , xj+1]. Here, (1ϕ)nj+1/2/1x denotes the usual approximation to the first derivative
ϕx(xj+1/2, tn), namely,

(1ϕ)n
j+ 1

2

1x
:= ϕn

j+1− ϕn
j

1x
.

Similarly,(1ϕ)′j+1/2/(1x)2 is an approximation to the second derivativeϕxx(xj+1/2, tn),
where the prime(·)′ indicates a numerical derivative. An appropriatenonlinear limiter, em-
ployed in this approximation guarantees the non-oscillatory behavior of the central scheme.
There is a wide variety of such limiters, which were developed in the context of hyperbolic
conservation laws (see, e.g., [9, 10, 14, 21, 23]). For instance, for an arbitrary grid func-
tion {w j+1/2} one may choose any limiter from the following one-parameter family of the
minmodlimiters [9, 17, 23],

w′j+ 1
2
= minmod

(
θ
(
w j+ 3

2
− w j+ 1

2

)
,

1

2

(
w j+ 3

2
− w j− 1

2

)
, θ
(
w j+ 1

2
− w j− 1

2

))
, (2.2)

whereθ ∈ [1, 2] and the multivariable minmod function is defined by

minmod(x1, x2, . . .) :=


min j {xj }, if xj > 0 ∀ j,

maxj {xj }, if xj < 0 ∀ j,

0, otherwise.

(2.3)

We note that ifθ = 1, thenw′j+1/2 does not exceed|1±w j+1/2/1x| and therefore

(1ϕ)′
j+ 1

2

(1x)2
∼ min

(∣∣∣∣ 12ϕ j

(1x)2

∣∣∣∣, ∣∣∣∣12ϕ j+1

(1x)2

∣∣∣∣), (2.4)

which is the usual approximation to second derivatives. The virtue of (2.2) is the presence of
the parameterθ—largerθ ’s correspond to less dissipative, but stillnon-oscillatorylimiters
[9, 17, 23]. The quantity on the right of (2.4) represents yet another possible limiter—a
limiter based on the differentiated second-order ENO interpolant which was introduced
in the context approximate HJ solutions by Osher and Shu [22]. We note in passing that
this ENO limiter differs from the minmod on the right of (2.4) only at inflection points,
where the latter vanishes. The fact minmod values vanish at inflection points guarantees the
maximum principle in reconstruction of ˜ϕx, which otherwise fails with the ENO limiter.

At the second step of this projection-evolution method, the quadratic interpolant, recon-
structed in (2.1), is evolved exactly in time and is realized by its point-value projection at
(xj+1/2, tn+1) resulting in

ϕn+1
j+ 1

2
= ϕ̃(xj+ 1

2
, tn
)− tn+1∫

tn

H
(
ϕx
(
xj+ 1

2
, t
))

dt. (2.5)
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Our continuous interpolant may be nonsmooth at the grid points,xj ; yet for1t sufficiently
small (so that a CFL condition,1t

1x max|H ′| ≤ 1
2, holds) the solution of the initial value

problem (1.1)–(2.1) will remain smooth aroundxj+1/2 for t ≤ tn+1t =: tn+1, due to the
finite speed of propagation. Hence, the integral on the RHS of (2.5) can be approximated
by the midpoint rule.

To this end, the required midpoint value of(ϕx)
n+1/2
j+1/2 :=ϕx(xj+1/2, tn+1/2) can be

predicted by the Taylor expansion,

(ϕx)
n+ 1

2

j+ 1
2
=
(1ϕ)n

j+ 1
2

1x
− 1t

2
· H ′
(
(1ϕ)n

j+ 1
2

1x

)
·
(1ϕ)′

j+ 1
2

(1x)2
. (2.6)

Inserting (2.6) into (2.5) results in the following second-orderstaggeredscheme,

ϕn+1
j+ 1

2
= 1

2

(
ϕn

j + ϕn
j+1

)− 1

8
(1ϕ)′j+ 1

2
−1t · H

(
(ϕx)

n+ 1
2

j+ 1
2

)
. (2.7)

This concludes the two-step construction of the second-order, central LT scheme, (2.6)–
(2.7), which is graphically described in Fig. 2.1. A two-dimensional extension of this scheme
can be found in [20].

Remarks. (1) In the particular case of(1ϕ)′j+1/2≡ 0, the second-order LT scheme is
reduced to the staggered form of the first-order LxF scheme,

ϕn+1
j+ 1

2
= 1

2

(
ϕn

j + ϕn
j+1

)−1t · H
(
(1ϕ)n

j+ 1
2

1x

)
. (2.8)

(2) Compared with the LxF scheme, the second-order LT scheme provides much
better resolution of nonsmooth solutions. This is due to the lower amount of numerical
dissipation—considerably lower than in the first-order LxF scheme (the numerical viscosity
present in a staggered central scheme is of orderO((1x)2r /1t), wherer is its formal order
of accuracy). However, if we are enforced to use the LT scheme with small time steps (e.g.,
due to a more restrictive CFL condition associated with the viscous HJ equation, (1.2)), then
excessive numerical dissipation—of orderO((1x)2r /1t), will be accumulated. The effect
of such accumulated dissipation also makes central schemes inappropriate for steady-state
calculations ast ↑∞ (consult the discussion in [15, Sect. 2]).

FIG. 2.1. Central differencing approach.
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FIG. 2.2. Problem (6.4),T= 1. Resolution via the modified LT scheme, (2.6)–(2.7), with limiters applied to
second derivatives.

Our new central schemes introduced in the next three sections have a considerably smaller
numerical dissipation of orderO((1x)2r−1). In particular, this allows us to compute the
semi-discrete limit as1t ↓ 0.

(3) In fact, the scheme (2.6)–(2.7) is a modified version of the original LT scheme
presented in [19]. Here we use the minmod (or any other nonlinear) limiter to approx-
imate the second derivative,ϕxx, instead of limiting the first derivative,ϕx, as in [19].
We would like to emphasize that in [19, 20] the second derivative was approximated by
1(ϕ′) j+1/2/(1x)2, while here we use a different approximation,(1ϕ)′j+1/2/(1x)2, and
that due to the nonlinearity of the limiter (2.2),

1(ϕ′) j+ 1
2

:= ϕ′j+1− ϕ′j 6= (1ϕ)′j+ 1
2

:= (ϕ j+1− ϕ j )
′.

Note that a typical solution of a HJ equation is continuous, but its first derivatives may be
discontinuous. Consequently, limiting second derivatives seems to be the correct approach
which significantly decreases the amount of numerical dissipation. Indeed, limiting second
discrete derivatives was already used in [22], using the ENO limiter recorded on the right of
(2.4). The improvement can be clearly seen even in the one-dimensional case. For instance,
consider the Riemann problem (6.4) (from Example 2 below) and compare the numerical
results obtained by the modified LT scheme, (2.6)–(2.7), and the original LT scheme [20],
presented in Figs. 2.2 and 2.3.

3. THE ONE-DIMENSIONAL FIRST-ORDER SCHEME

The main idea in the construction of our new central schemes is to use more precise
information about thelocal speed of propagation. We proceed along the lines of [15] as
follows.
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FIG. 2.3. Problem (6.4),T= 1. Resolution via the original LT scheme [20], with limiters applied to first
derivatives.

Assume that we have already computed the solution at time leveltn realized by its
point-values,{ϕn

j }, and have reconstructed the continuous piecewise linear interpolant,

ϕ̃(x, tn) :=
∑

j

[
ϕn

j +
(1ϕ)n

j+ 1
2

1x
(x − xj )

]
1[xj ,xj+1] . (3.1)

We now turn to evolve it in time. To begin with, we estimate the local speed of propagation
at the grid points,xj : the upper bound (disregarding the direction of the propagation) is
denoted byan

j and is given by

an
j := max

p∈[ϕ̃x(xj+0,tn),ϕ̃x(xj−0,tn)]
|H ′(p)|. (3.2)

Remark. In most practical applications, these local maximal speeds can be easily eval-
uated. For example, in the special case of convex Hamiltonian one finds that (3.2) reduces
to

an
j = max±

∣∣∣∣∣H ′
(
(1ϕ)n

j± 1
2

1x

)∣∣∣∣∣ . (3.3)

In fact, the local speeds are already calculated towards the CFL number,1t
1x maxj an

j . We
emphasize that these local speeds are the only additional information required to modify
the LT scheme.

Our new scheme is constructed in two steps. First, we evolve in time the values ofϕ at
the pointsxn

j+ andxn
j−; see Fig. 3.1. Due to the finite speed of propagation these points,

xn
j± := xj ±an

j1t , separate between smooth and nonsmooth regions, and hence the solution
remains smooth along(xn

j±, t) with t ∈ [tn, tn+1]. Taylor expansion then yields

ϕn+1
j± = ϕ̃(xj±, tn)−1t · H

(
(1ϕ)n

j± 1
2

1x

)
, (3.4)
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FIG. 3.1. Modified central differencing.

where the corresponding values at timetn are computed directly from the interpolant (3.1),

ϕ̃(xj±, tn) = ϕn
j ±

1t

1x
an

j (1ϕ)
n
j± 1

2
. (3.5)

Finally, the point-value of our approximation at (xj , tn+1) is obtained from the linear
interpolation betweenϕn+1

j± ; i.e., noting thatxj = 1
2(x

n
j+ + xn

j−) we conclude with

ϕn+1
j = 1

2

(
ϕn+1

j+ + ϕn+1
j−
) = ϕn

j −
1t

2

[
H

(
(1ϕ)n

j+ 1
2

1x

)
+ H

(
(1ϕ)n

j− 1
2

1x

)]

+ 1t

21x
an

j

(
ϕn

j+1− 2ϕn
j + ϕn

j−1

)
. (3.6)

This is our fully discretefirst-order scheme. Letting1t ↓ 0 yields the corresponding
semi-discretefirst-order scheme which reads

d

dt
ϕ j (t) = −1

2

[
H

(
(1ϕ) j+ 1

2
(t)

1x

)
+ H

(
(1ϕ) j− 1

2
(t)

1x

)]
+ aj (t)

21x
(ϕ j+1(t)− 2ϕ j (t)+ ϕ j−1(t)), (3.7)

where theaj (t) are the maximal local speeds

aj (t) := max
p∈[ϕ̃x(xj+0,t),ϕ̃x(xj−0,t)]

|H ′(p)|, (3.8)

associated with the piecewise linear interpolant ˜ϕ(x, t), (3.1), reconstructed at timet .

Remarks. (1) Note that the fully discrete scheme, (3.6), is in fact the first-order forward
Euler time differencing of the corresponding semi-discrete scheme, (3.7).

(2) The approach used here can be still viewed central differencing in the sense that
no (approximate) Riemann solvers are involved. Consequently, we retain one of the main
advantages of the central schemes—simplicity. At the same time, we have gained smaller
numerical viscosity which is, in the fully discrete case, proportional toO(1x) as opposed
to theO((1x)2/1t)-size numerical viscosity of the LxF scheme.
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4. THE ONE-DIMENSIONAL SECOND-ORDER SCHEME

We start again assuming that we have computed the solution at timetn. Then, to increase
the order of accuracy, we construct the continuous piecewise quadratic interpolant, (2.1),

ϕ̃(x, tn) :=
∑

j

[
ϕn

j +
(1ϕ)n

j+ 1
2

1x
(x − xj )+

(1ϕ)′
j+ 1

2

2(1x)2
(x − xj )(x − xj+1)

]
1[xj ,xj+1] .

The maximal local speed,an
j , is still given by (3.2); for example, in the convex case it

reduces to (compare with (3.3))

an
j = max±

∣∣∣∣∣H ′
(
(1ϕ)n

j± 1
2

1x
∓
(1ϕ)′

j± 1
2

21x

)∣∣∣∣∣ . (4.1)

Similarly to the first-order scheme (Section 3), our new second-order scheme is con-
structed in two steps.

1. Evolution. First, we compute the solution at the pointsxn
j± = xj ±an

j1t using the
Taylor expansion ofϕ, which remains smooth along(xn

j±, t), t < tn+1t ,

ϕn+1
j± = ϕ̃(xj±, tn)−1t · H(ϕ̃x

(
xn

j±, t
n
))+O(1t)2. (4.2)

Here, the corresponding values of ˜ϕ are computed directly from the piecewise quadratic
interpolant (2.1),

ϕ̃(xj±, tn) = ϕn
j ± λan

j (1ϕ)
n
j± 1

2
+ λan

j

(
λan

j − 1
)

2
(1ϕ)′j± 1

2
, λ := 1t

1x
; (4.3)

and similarly we obtain

ϕ̃x
(
xn

j±, t
n
) = (1ϕ)n

j± 1
2

1x
∓
(

1

2
− λan

j

) (1ϕ)′
j± 1

2

1x
. (4.4)

2. Projection. Consider the nonuniform grid,{· · · < xn
j−< xn

j+< xn
j+1−< · · ·}; and

the corresponding values of the computed approximate solution,{ϕn+1
j± }. We “tie” a contin-

uous piecewise quadratic interpolant between these grid-values obtaining

φ̃(x, tn+1) :=
∑

j

{
Qj (x)1[xn

j−,x
n
j+] + Qj+ 1

2
(x)1[xn

j+,x
n
j+1−]
}
. (4.5)

Each quadratic part,Qj (x)or Qj+1/2(x), is of the form (2.1) and can be computed explicitly.
Since our main goal is to construct a semi-discrete scheme, we omit these details.

We note that the support ofQj (x) is of sizexn
j+ − xn

j− =O(1t), and hence we can safely
replaceQj (x) by its linear interpolant modulo a negligible local error of orderO(1t)2, i.e.,

Qj (x) = ϕn+1
j− +

ϕn+1
j+ − ϕn+1

j−
2an

j1t

(
x − xn

j−
)+O(1t)2. (4.6)
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Thus, we complete our fully discrete construction by insertingx= xj into (4.5) and (4.6)
and using (4.2)–(4.3). the resulting scheme reads

ϕn+1
j = φ̃(xj , t

n+1) = 1

2

(
ϕn+1

j+ + ϕn+1
j−
)+O(1t)2

= ϕn
j +

λan
j

2

(
(1ϕ)nj+ 1

2
− (1ϕ)nj− 1

2

)
+ λan

j

(
λan

j − 1
)

4

(
(1ϕ)′j+ 1

2
+ (1ϕ)′j− 1

2

)
− 1t

2

[
H
(
ϕx
(
xn

j+, t
n
))+ H

(
ϕx
(
xn

j−, t
n
))]+O(1t)2. (4.7)

The fully discrete scheme (4.7) is second-order in space and only first-order in time. This
is attributed to the first-order forward Euler time differencing employed in (4.7), which we
abbreviate as

ϕn+1 = ϕn +1tC[ϕn].

To gain second-order accuracy in time, one may use a modified Euler method (see, e.g.,
[25, 26]),

ϕn+1 = ϕn +1tC
[
ϕn+ 1

2
]
, ϕn+ 1

2 := ϕn + 1t

2
C[ϕn]. (4.8)

Yet a more compact and economical approach for higher accuracy in time would be based
on a direct application of the semi-discrete form, associated with (4.7). It is here that we take
advantage of the semi-discrete form available for our new central scheme (as opposed to
the LT central scheme). Thus, letting1t ↓ 0 in (4.7) and (4.4), we arrive at thesemi-discrete
second-order central scheme, which takes the compact form,

d

dt
ϕ j (t) = −1

2
[H(ϕ+x (t))+ H(ϕ−x (t))] +

aj (t)

2
(ϕ+x (t)− ϕ−x (t)). (4.9)

Here,aj (t) is given by (3.8), and all the quantities on the right are attached to the pointxj ,
namely

ϕ±x (t) := ϕ̃x(xj ± 0, t) =
(1ϕ) j± 1

2
(t)

1x
∓
(1ϕ)′

j± 1
2
(t)

21x
. (4.10)

To achieve high-order accuracy in time, this semi-discrete scheme, (4.9)–(4.10) can be
integrated in time by an appropriate high-order ODE solver; for example, the second-order
modified Euler method (4.8) will do.

Remark. If we set all the numerical derivatives,(1ϕ)′
j+ 1

2
(t), to be zero, our second-order

semi-discrete scheme, (4.9)–(4.10), reduces to the first-order scheme, (3.7), introduced in
Section 3.

5. THE MULTIDIMENSIONAL SECOND-ORDER SCHEME

Without loss of generality, we restrict our attention tod= 2 space dimensions, consider-
ing the HJ equation,

ϕt + H(ϕx, ϕy) = 0. (5.1)
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FIG. 5.1. Two-dimensional central differencing.

Assume that at timet = tn the discrete approximation to the point-values of its solu-
tion, {ϕn

j,k≈ϕ(xj := j1x, yk := k1y, tn)}, has been already computed. We begin with the
reconstruction of a continuous, piecewise quadratic, two-dimensional interpolant in four
triangles (NW, NE, SW, and SE) around each grid-point, (xj , yk) (see Fig. 5.1). Such an
interpolant in the NE (NW) triangles is given by

ϕ̃NE(NW)(x, y) = ϕn
j,k +

(1ϕ)n
j± 1

2 ,k

1x
(x − xj )+

(1ϕ)n
j,k+ 1

2

1y
(y− yk)

+
(1ϕ)′

j± 1
2 ,k

2(1x)2
(x − xj )(x − xj±1)+

(1ϕ))
j,k+ 1

2

2(1y)2
(y− yk)(y− yk+1)

+
(1ϕ)′

j,k+ 1
2
+ (1ϕ))

j± 1
2 ,k

21x1y
(x − xj )(y− yk), (5.2)

and in the SE (SW) triangles by

ϕ̃SE(SW)(x, y) = ϕn
j,k +

(1ϕ)n
j± 1

2 ,k

1x
(x − xj )+

(1ϕ)n
j,k− 1

2

1y
(y− yk)

+
(1ϕ)′

j± 1
2 ,k

2(1x)2
(x − xj )(x − xj±1)+

(1ϕ))
j,k− 1

2

2(1y)2
(y− yk)(y− yk−1)

+
(1ϕ)′

j,k− 1
2
+ (1ϕ))

j± 1
2 ,k

21x1y
(x − xj )(y− yk). (5.3)

Here and below,(1ϕ)nj+1/2,k :=ϕn
j+1,k−ϕn

j,k, (1ϕ)
n
j,k+1/2 :=ϕn

j,k+1−ϕn
j,k; and

(1ϕ)′
j+ 1

2 ,k

(1x)2
,

(1ϕ)′
j,k+ 1

2

1x1y
,

(1ϕ))
j+ 1

2 ,k

1x1y
,

(1ϕ))
j,k+ 1

2

(1y)2

are approximations to the corresponding exact derivatives,

ϕxx
(
xj+ 1

2
, yk, t

n
)
, ϕxy

(
xj , yk+ 1

2
, tn
)
, ϕxy

(
xj+ 1

2
, yk, t

n
)
, ϕyy

(
xj , yk+ 1

2
, tn
)
,

which arereconstructedfrom the computed differences{(1ϕ)nj+1/2,k, (1ϕ)
n
j,k+1/2}with the

help of a nonlinear limiter, e.g., the minmod limiter, (2.2)–(2.3), applied in an appropriate
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direction. For instance, we compute

(1ϕ))j+ 1
2 ,k
= minmod

(
θ
(
(1ϕ)nj+ 1

2 ,k+1− (1ϕ)nj+ 1
2 ,k

)
,

1

2

(
(1ϕ)nj+ 1

2 ,k+1− (1ϕ)nj+ 1
2 ,k−1

)
,

θ
(
(1ϕ)nj+ 1

2 ,k
− (1ϕ)nj+ 1

2 ,k−1

))
,

(1ϕ))j,k+ 1
2
= minmod

(
θ
(
(1ϕ)nj,k+ 3

2
− (1ϕ)nj,k+ 1

2

)
,

1

2

(
(1ϕ)nj,k+ 3

2
− (1ϕ)nj,k− 1

2

)
,

θ
(
(1ϕ)nj,k+ 1

2
− (1ϕ)nj,k− 1

2

))
.

Other numerical derivatives can be approximated in a similar manner.
Next, we denote byan

j,k the maximal local speed of propagation at the grid-point (xj , yk),
which is given by the maximal value over the squareCj,k :={(x, y) ∈ [xj−1/2, xj+1/2]×
[yk−1/2, yk+1/2]},

an
j,k := max

Cj,k

{|Hu(ϕ̃x(x, y), ϕ̃y(x, y))|, |Hv(ϕ̃x(x, y), ϕ̃y(x, y))|}. (5.4)

In practice, we used the maximal value over the four points (xj±, yk±), see Fig. 5.1,

an
j,k := max±

{√
H2

u + H2
v | (ϕ̃x(xj±, yk±), ϕ̃y(xj±, yk±))

}
, (5.5)

sinceϕ̃ is continuous at the neighborhood of (xj , yk).
Equipped with the piecewise quadratic reconstruction, (5.2)–(5.3), and having the maxi-

mal local speeds, (5.5), we now can compute the discrete point-values of the solution at the
next time level. As in the one-dimensional case, our two-dimensional scheme is constructed
in two steps.

1. Evolution. First, we note that due to the finite speed of propagation, the solution of
(5.1) subject to the initial data, (5.2)–(5.3), prescribed at timet = tn, is smooth around the
points (xn

j± := xj ±an
j,k1t, yn

k± := yk±an
j,k1t); see Fig. 5.1. Therefore, the values ofϕn+1

at these four points can be computed by the Taylor expansion

ϕn+1
j±,k± = ϕ̃

(
xn

j±, yn
k±, t

n
)−1t ·H(ϕ̃x

(
xn

j±, yn
k±, t

n
)
, ϕ̃y
(
xn

j±, yn
k±, t

n
))+O(1t)2. (5.6)

Here, by complete analogy with our one-dimensional construction, the values of ˜ϕ(xn
j±,

yn
k±, t

n) are computed from the corresponding polynomials (5.2) or (5.3), i.e.,ϕn
j+,k+ =

ϕ̃NE(xj+, yk+), ϕn
j+,k− = ϕ̃SE(xj+, yk−), and so on. Withλ :=1t/1x and µ :=1t/1y

being the fixed mesh ratios, we obtain

ϕn
j±,k+ = ϕn

j,k ± λan
j,k(1ϕ)

n
j± 1

2 ,k
+ µan

j,k(1ϕ)
n
j,k+ 1

2
+ λan

j,k

(
λan

j,k − 1
)

2
(1ϕ)′j± 1

2 ,k

+ µan
j,k

(
µan

j,k − 1
)

2
(1ϕ))j,k+ 1

2
± λµ

(
an

j,k

)2

2

(
(1ϕ)′j,k+ 1

2
+ (1ϕ))j± 1

2 ,k

)
,

(5.7)

ϕn
j±,k− = ϕn

j,k ± λan
j,k(1ϕ)

n
j± 1

2 ,k
− µan

j,k(1ϕ)
n
j,k− 1

2
+ λan

j,k

(
λan

j,k − 1
)

2
(1ϕ)′j± 1

2 ,k

+ µan
j,k

(
µan

j,k − 1
)

2
(1ϕ))j,k− 1

2
∓ λµ

(
an

j,k

)2

2

(
(1ϕ)′j,k− 1

2
+ (1ϕ))j± 1

2 ,k

)
.



SCHEMES FOR HAMILTON–JACOBI EQUATIONS 731

The derivatives on the RHS of (5.6) are computed by plugging (xn
j±, yn

k±) into the derivatives
of the corresponding polynomials (5.2),(5.3),

ϕ̃x
(
xn

j±, yn
k+, t

n
) = (1ϕ)n

j± 1
2 ,k

1x
∓
(

1

2
− λan

j,k

) (1ϕ)′
j± 1

2 ,k

1x
+ λan

j,k

(1ϕ)′
j,k+ 1

2

21y

+µan
j,k

(1ϕ))
j± 1

2 ,k

21x
,

ϕ̃x
(
xn

j±, yn
k−, t

n
) = (1ϕ)n

j± 1
2 ,k

1x
∓
(

1

2
− λan

j,k

) (1ϕ)′
j± 1

2 ,k

1x
− λan

j,k

(1ϕ)′
j,k− 1

2

21y

−µan
j,k

(1ϕ))
j± 1

2 ,k

21x
,

(5.8)

ϕ̃y
(
xn

j±, yn
k+, t

n
) = (1ϕ)n

j,k+ 1
2

1y
−
(

1

2
− µan

j,k

) (1ϕ))
j,k+ 1

2

1y
± λan

j,k

(1ϕ)′
j,k+ 1

2

21y

±µan
j,k

(1ϕ))
j± 1

2 ,k

21x
,

ϕ̃y
(
xn

j±, yn
k−, t

n
) = (1ϕ)n

j,k− 1
2

1y
+
(

1

2
− µan

j,k

) (1ϕ))
j,k− 1

2

1y
± λan

j,k

(1ϕ)′
j,k− 1

2

21y

±µan
j,k

(1ϕ))
j± 1

2 ,k

21x
.

2. Projection. Finally, we project this computed solution back onto the original grid.
Since the distance between the points (xj , yk) and (xj±, yk±) is proportional toO(1t), we
obtain a sufficiently accurate approximation toϕ(xj , yk, tn+1) by averaging the values of
ϕn+1

j±,k± computed at the previous step, (5.6)–(5.8). The resulting fully discrete scheme,

ϕn+1
j,k =

1

4

(
ϕn+1

j+,k+ + ϕn+1
j+,k− + ϕn+1

j−,k+ + ϕn+1
j−,k−

)+O(1t)2

= ϕn
j,k +

λan
j,k

2

(
(1ϕ)nj+ 1

2 ,k
− (1ϕ)nj− 1

2 ,k

)
+ µan

j,k

2

(
(1ϕ)nj,k+ 1

2
− (1ϕ)nj,k− 1

2

)
+ λan

j,k

(
λan

j,k − 1
)

4

(
(1ϕ)′j+ 1

2 ,k
+ (1ϕ)′j− 1

2 ,k

)
+ µan

j,k

(
µan

j,k − 1
)

4

(
(1ϕ))j,k+ 1

2
+ (1ϕ))j,k− 1

2

)
− 1t

4

∑
±

H
(
ϕ̃x
(
xn

j±, yn
k±, t

n
)
, ϕ̃y
(
xn

j±, yn
k±, t

n
))+O(1t)2, (5.9)

is second-order accurate in space and only first-order in time. We note that obtainingϕn+1
j,k

by averaging the intermediate valuesϕn+1
j±,k± creates a negligible error of orderO(1t)2.

Indeed, this deviation vanishes later on as we take the semi-discrete limit1t ↓ 0.
As in the one-dimensional case, we now subtractϕn

j,k from both sides of (5.9), di-
vide by1t , and pass to the limit as1t→ 0, obtaining thesecond-order, semi-discrete,
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two-dimensional, central scheme,

d

dt
ϕ j,k(t) = −1

4
[H(ϕ+x (t), ϕ

+
y (t))+H(ϕ+x (t), ϕ

−
y (t))+ H(ϕ−x (t), ϕ

+
y (t))

+ H(ϕ−x (t), ϕ
−
y (t))] +

aj,k(t)

2
[(ϕ+x (t)− ϕ−x (t))+ (ϕ+y (t)− ϕ−y (t))]. (5.10)

Here, the local speedaj,k(t) is given by (5.5), and all the quantities on the right are attached
to the point (xj , yk), namely

ϕ±x := ϕ̃x(xj ± 0, yk, t) =
(1ϕ) j± 1

2 ,k
(t)

1x
∓
(1ϕ)′

j± 1
2 ,k
(t)

21x
,

(5.11)

ϕ±y := ϕ̃y(xj , yk ± 0, t) =
(1ϕ) j,k± 1

2
(t)

1y
∓
(1ϕ))

j,k± 1
2
(t)

21y
.

Finally, to obtain the same second-order accuracy in time, our semi-discrete scheme, (5.10)–
(5.11), should be complemented with at least second-order method for time discretization.

6. NUMERICAL EXAMPLES

We conclude the paper with a number of numerical examples. The numerical experiments
presented below are based on our second-order semi-discrete schemes—(4.9)–(4.10) and
(5.10)–(5.11) in the one- and two-dimensional cases, complemented with theθ -dependent
limiter (2.2) withθ = 2. The semi-discrete solution evolved in time using the second-order
modified Euler method, computed with timestep1t = 0.475×1tCFL, where1tCFL is the
maximal timestep dictated by the CFL limitation.

6.1. One-dimensional Hamilton–Jacobi equation.

EXAMPLE 1. Burgers-type equation.First, consider the following periodic initial value
problem, {

ϕt + H(ϕx) = 0,

ϕ(x, 0) = −cos(πx),
(6.1)

with a strictly convex (Burgers-type) Hamiltonian

H(p) = (p+ 1)2

2
, (6.2)

or a non-convex Hamiltonian

H(p) = −cos(p+ 1). (6.3)

For both of these problems the singularity occurs at aboutt = 1/π2. The approximate
solutions at timet = 1.5/π2, obtained by our second-order semi-discrete scheme, (4.9)–
(4.10), are presented in Figs. 6.1–6.2. We observe both high-resolution and non-oscillatory
behavior of our one-dimensional scheme.
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FIG. 6.1. Problem (6.1), (6.2).

EXAMPLE 2. Riemann problem. In this example we solve numerically the Riemann
problem for a HJ equation with a non-convex Hamiltonian,{

ϕt + 1
4

(
ϕ2

x − 1
)(
ϕ2

x − 4
) = 0,

ϕ(x, 0) = −2|x|. (6.4)

The numerical solution obtained by our second-order semi-discrete scheme is shown
in Fig. 6.3. When the mesh is refined, this solution converges to the exact (viscosity)
solution much faster than the solution computed by the LT scheme (Fig. 6.4). This is due
to the fact that our new scheme, (4.9)–(4.10), has smaller numerical dissipation than the

FIG. 6.2. Problem (6.1), (6.3).
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FIG. 6.3. Problem (6.4),T= 1. Resolution via the new second-order scheme, (4.9)–(4.10).

LT scheme, particularly in the regions whereH ′(ϕx)¿ 1, i.e., near the maximum in this
example.

6.2. Two-dimensional problems.

EXAMPLE 3. Two-dimensional Hamilton–Jacobi equation.Let us consider the follow-
ing two-dimensional HJ equation with a convex Hamiltonian,

ϕt +
√
ϕ2

x + ϕ2
x + 1= 0, (6.5)

FIG. 6.4. Problem (6.4),T= 1. Resolution via the second order LT scheme, (2.6)–(2.7).
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FIG. 6.5. Problem (6.5)–(6.6), Mesh, 50∗ 50.

which is a prototype model in geometrical optics. We solve this eikonal equation subject to
the smooth periodic initial data,

ϕ(x, y, 0) = 1

4
(cos(2πx)− 1)(cos(2πy)− 1)− 1. (6.6)

The numerical solution to this Cauchy problem, (6.5)–(6.6), at timet = 0.6 (after forma-
tion of the singularity) was computed by our two-dimensional second-order semi-discrete
scheme, (5.10)–(5.11). We would like to stress its non-oscillatory nature and high resolution
of the singularity; see Figs. 6.5, 6.6.

EXAMPLE 4. Incompressible Euler and Navier–Stokes equations.In this example we
consider two-dimensional viscous and inviscid incompressible flow governed by the Navier–
Stokes (ν >0) and Euler (ν= 0) equations, respectively,

ωt + uωx + vωy = ν1ω. (6.7)

Here,u= (u, v) is the two-component divergence-free velocity field, satisfying

ux + vy = 0, (6.8)

FIG. 6.6. Problem (6.5)–(6.6), Mesh, 100∗ 100.
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and ω := vx − uy is the vorticity. This is a transport equation for the vorticity, which
can be viewed as a two-dimensional viscous HJ equation with aglobal Hamiltonian,
H(ωx, ωy) := uωx + vωy.

When applied to Eq. (6.7), our two-dimensional, second-order, semi-discrete scheme,
(5.10)–(5.11), takes the form

d

dt
ω j,k(t) = −1

2
[u j,k(t)(ω

+
x (t)+ ω−x (t))+ v j,k(t)(ω

+
y (t)+ ω−y (t))]

+ aj,k(t)

2
[(ω+x (t)− ω−x (t))+ (ω+y (t)− ω−y (t))] + νL j,k(t). (6.9)

Here, the local speed is given byaj,k(t)=
√————————–

u2
j,k(t)+ v2

j,k(t), the derivatives on the right are

ω±x (t) =
(1ω) j± 1

2 ,k
(t)

1x
∓
(1ω)′

j± 1
2 ,k
(t)

21x
, ω±y (t) =

(1ω) j,k± 1
2
(t)

1y
∓
(1ω))

j,k± 1
2
(t)

21y
,

(6.10)

andL j,k(t) denotes the central difference approximation of the linear viscous term,

L j,k(t) = ω j+1,k(t)− 2ω j,k(t)+ ω j−1,k(t)

(1x)2
+ ω j,k+1(t)− 2ω j,k(t)+ ω j,k−1(t)

(1y)2
. (6.11)

To complete the transport step (6.9), the incompressible computations require that at every
time step, one recovers the velocities,{u j,k, v j,k}, from the known values of the vorticity,
{ω j,k}. This can be done in a variety of ways—consult [8, 12, 18] and the references therein
for recent examples. Here we have used a stream-function,ψ , such that1ψ =−ω, which
is obtained by solving the five-points Laplacian,1ψ j,k=−ω j,k(t). Its gradient,∇ψ , then
recovers the velocity field,

u j,k(t) = ψ j,k+1− ψ j,k−1

21y
, v j,k(t) = −ψ j+1,k − ψ j−1,k

21x
. (6.12)

Remark. Observe that in this way we retain the discrete incompressibility, namely the
velocities computed in (6.12) satisfy

u j+1,k − u j−1,k

21x
+ v j,k+1− v j,k−1

21y
= 0.

We start our numerical experiments by checking the accuracy of our scheme, (6.9)–(6.11).
We consider the Navier–Stokes equations, (6.7)–(6.8) withν= 0.05, subject to the smooth
periodic initial data,

u(x, y, 0) = −cosx siny, v(x, y, 0) = sinx cosy, (6.13)

which was used in [5], with exact solution,(u(x, y, t), v(x, y, t))= e−2νt (−cosx siny,
sinx cosy).

The approximate solution with different number of grid points was computed at time
t = 2. The errors, measured in terms of vorticity in theL∞-, L1-, and L2-norms are
shown in Table I. In this context we mention theL1-convergence theory presented in
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TABLE I

Initial Value Problem (6.7)–(6.8), (6.13),ν = 0.05

Nx ∗Ny L∞-error Rate L1-error Rate L2-error Rate

32∗ 32 3.140e-02 — 6.419e-01 — 1.125e-01 —
64∗ 64 8.041e-03 1.97 1.473e-01 2.12 2.588e-02 2.12

128∗ 128 4.459e-03 0.85 3.473e-02 2.08 6.261e-03 2.05
256∗ 256 2.281e-03 0.97 8.313e-03 2.06 1.706e-03 1.88

Note.Errors atT = 2.

[19]. In [19] we advocated that it is theL1-rather than theL∞-norm which reveals the
optimal convergence rate of second-order high-resolution schemes. The results recon-
firm this conclusion, by illustrating theL1-second-order accuracy of our new central HJ
scheme.

The second-order semi-discrete scheme, (6.9)–(6.12), was implemented for a model
problem taken from [3, 4]. First, we solve the Euler equations, (6.7)–(6.8) withν= 0,
subject to the (2π, 2π )-periodic initial data,

u(x, y, 0) =


tanh

(
1
ρ
(y− π/2)), y ≤ π,

v(x, y, 0) = δ · sin(x).
tanh

(
1
ρ
(3π/2− y)

)
, y > π,

(6.14)

Here, the “thick” shear-layer width parameterρ= π
15 and the perturbation parameter

δ= 0.05.
The numerical results with 64× 64 and 128× 128 grids are presented using contour

plots of ω in Figs. 6.7–6.8, and their corresponding two-dimensional configuration in,
respectively, Figs. 6.9–6.10. Our results offer improved resolution when compared with the
results of the corresponding fully discrete central scheme of Levy and Tadmor [18], which is

FIG. 6.7. Euler;T= 10, 64∗ 64 grid.
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FIG. 6.8. Euler;T= 10, 128∗ 128 grid.

based on theconservativeformulation of the inviscid vorticity equationωt +∇ · (uω)= 0.
Indeed, the resolution of the second-order results in Figs. 6.7–6.10 lies in between the
second- and third-order versions used in [18, Figs. 6.6–6.7] and Figs. 6.12–6.13]. The
improved resolution is attributed to the smaller amount of numerical dissipation present in
our scheme. This can be clearly seen when comparing the corresponding extrema values:
the maximal value of the solution computed by (6.9)–(6.12) is∼4.8 (Fig. 6.10), which is
larger than the maximal value of∼2.8 due to the increased amount of dissipation present
in the corresponding second-order Levy–Tadmor solution [18, Fig. 6.7]. At the same time
we observe that the solution depicted in Figs. 6.8, 6.10 has spurious spikes, whereas the
corresponding results in [18] are free of such oscillations. In this context we recall that the
conservative solution satisfies a local maximum principle [18, Theorem 4.1], which hinges
on an appropriate discrete incompressibility outlined in [18, 3.7]. A analogous discrete

FIG. 6.9. Euler;T= 10, 64∗ 64 grid.
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FIG. 6.10. Euler;T= 10, 128∗ 128 grid.

incompressibility which would prevent the formation of spurious spikes is sought for our
central scheme.

Finally, we solve the Navier–Stokes (N-S) equations, (6.7)–(6.8) withν= 0.01, aug-
mented with the so called “thick” shear-layer periodic initial data, (6.14), with (ρ, δ)=
(π/50, 0.05).

The numerical results at timet = 10 with different numbers of grid points are pre-
sented in Figs. 6.11–6.14. The smallest scale in the two-dimensional NS equations is given
by ηmin∼

√
ν/‖ω0‖∞), consult [11]. In the present case,ηmin∼

√
ν · δ∼ 10−2,

so that the results in Figs. 6.11–6.12 withN= 64 andN= 128 grid points resolve the
solution.

FIG. 6.11. N-S; T= 10, 64∗ 64 grid.
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FIG. 6.12. N-S; T= 10, 128∗ 128 grid.

FIG. 6.13. N-S; T= 10, 64∗ 64 grid.

FIG. 6.14. N-S; T= 10, 128∗ 128 grid.
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