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CENTRAL-UPWIND SCHEMES FOR THE SAINT-VENANT SYSTEM
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Abstract. We present one- and two-dimensional central-upwind schemes for approximating solutions
of the Saint-Venant system with source terms due to bottom topography. The Saint-Venant system
has steady-state solutions in which nonzero flux gradients are exactly balanced by the source terms. It
is a challenging problem to preserve this delicate balance with numerical schemes. Small perturbations
of these states are also very difficult to compute. Our approach is based on extending semi-discrete
central schemes for systems of hyperbolic conservation laws to balance laws. Special attention is paid
to the discretization of the source term such as to preserve stationary steady-state solutions. We also
prove that the second-order version of our schemes preserves the nonnegativity of the height of the
water. This important feature allows one to compute solutions for problems that include dry areas.
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1. Introduction

The Saint-Venant system, which was introduced in [36], is commonly used to model flows in rivers or coastal
areas. This system describes the flow as a conservation law with an additional source term. In one space
dimension it takes the form 

ht + (hu)x = 0,

(hu)t +
(
hu2 +

1
2
gh2

)
x

= −ghBx,

where B(x) represents the bottom elevation, h is the fluid depth above the bottom, u denotes the velocity,
and g is the gravitational constant. More complete systems were recently derived from the Navier-Stokes
equations [12].

Similarly to other balance laws, the Saint-Venant system admits steady-state solutions in which nonzero
flux gradients are exactly balanced by the source terms. Such steady-states as well as their perturbations,
are difficult to capture numerically. Standard numerical schemes for conservation laws will, in general, fail to
preserve the delicate balance between the fluxes and the source terms.
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Recently, LeVeque et al. [23,24] proposed a method which preserves stationary steady-states. In this method,
a Riemann problem is introduced in the center of each grid cell such that the flux difference exactly cancels
the source term. In order to compute the new half-cell averaged values, one has to solve a nonlinear algebraic
problem. It was shown by LeVeque in [23] that there exist cases where his iterative method does not converge.
A different approach, but one that is still based on rather complicated Riemann problem solvers, was taken by
Gallouët et al. in [11]. Kinetic schemes were proved to keep a nonnegative water height, satisfy an entropy
inequality and to preserve stationary steady-states. First-order kinetic solvers were proposed by Perthame et al.
in [5,34]. High-order kinetic schemes may satisfy only part of these properties and are of a relatively complicated
form. For other related works on balance laws we refer to [6, 13,16,35].

In this paper we present a new, high-order central-upwind scheme for the Saint-Venant system. Our method
is based on the schemes developed in [18] for approximating solutions of multidimensional systems of conser-
vation laws. Careful attention is being paid to the discretization of the source term in order to imitate the
differential properties on the numerical level and preserve stationary steady-state solutions. We also prove that
the computed water height remains nonnegative with the proposed second-order scheme. This is especially
important when the water flows out of a certain domain, and dry states (h ∼ 0) appear.

Central schemes for conservation laws have recently attracted a lot of attention due to their simplicity,
efficiency and robustness. These Godunov-type schemes are based on an exact evolution of an approximate
piecewise polynomial reconstruction, do not require any (approximate) Riemann problem solvers, and can be
therefore used as black-box solvers for a variety of problems. The prototype central scheme is the first-order
Lax-Friedrichs scheme [10]. Its staggered, second-order, one-dimensional (1D) generalization was proposed
by Nessyahu and Tadmor in [32]. Extensions to two space dimensions were obtained in [3, 15]. High-order,
unstructured grids and multidimensional versions can be found in [4, 7, 25, 26, 30]. Staggered central schemes
for the 1D Saint-Venant system were proposed in [27]. Note that these methods do not preserve stationary
steady-states.

The major drawback of staggered central schemes is the relatively large numerical dissipation (∼ O( (∆x)2r

∆t ),
where r is a formal order of accuracy), which significantly increases if the time step, ∆t, is forced to be much
smaller than the spatial scale ∆x. The same problem occurs if the solution is computed for large times as
happens, for example, in steady-state computations. Kurganov and Tadmor [21] introduced a new class of
semi-discrete central schemes, which enjoy a much smaller numerical dissipation (∼ O((∆t)2r−1)). This is
achieved by utilizing local speeds of propagation for more precise estimate of the width of the Riemann fans,
but still without any attempt to (approximately) solve Riemann problems. The third-order extension of these
schemes was proposed in [17], and their genuinely multidimensional generalization was developed in [19]. The
numerical dissipation can be further reduced by considering the one-sided local speeds. This results in the
central-upwind schemes [18, 20].

The paper is organized as follows. In Section 2 we outline the model equations that will be used throughout
the paper. We proceed in Section 3, where we present the numerical methods for balance laws. In Section 4
we propose the modifications to the basic scheme that are required in order to preserve stationary steady-
states, and to keep nonnegative water height (Sect. 4.1). We conclude in Section 5 with a variety of one- and
two-dimensional (2D) simulations. Examples of 1D and 2D reconstructions are given in the Appendices.

2. The Saint-Venant system with a source term

In this section we present the model problems which serve as a motivation for the study conducted in this
work. We consider a flow in a 1D channel with a bottom elevation given by B(x). Let h(x, t) represent the
fluid depth above the bottom, and u(x, t) be the fluid velocity. The top surface at any time t is therefore given
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by B(x) + h(x, t). The 1D Saint-Venant equations read
ht + (hu)x = 0,

(hu)t +
(
hu2 +

1
2
gh2

)
x

= −ghBx,
(2.1)

where g is the gravitational constant and Bx = dB/dx.
In two space dimensions, the velocity is the vector (u, v)T , and the shallow water equations take the form of

ht + (hu)x + (hv)y = 0,

(hu)t +
(
hu2 +

1
2
gh2

)
x

+ (huv)y = −ghBx,

(hv)t + (huv)x +
(
hv2 +

1
2
gh2

)
x

= −ghBy.

(2.2)

Several cases are of special interest:
1. The quasi-stationary state. In the stationary state there is no motion, u = 0, and the top surface is

flat, h(x, t) +B(x) = C, for some constant C. A quasi-stationary state is generated by slightly perturbing
the height of the stationary state. For example, in the 1D case, assume a bottom topography in the shape
of a hump and a perturbation of the form h = C−B(x)+ε(x), where ε is a compactly supported constant
perturbation. In this case the disturbance splits into two waves which, for small ε, are essentially linear
propagating at the characteristic speeds ±

√
gh.

2. A quasi-steady flow. There are steady-states in which the momentum hu, is a nonzero constant. The
different regimes of such a flow depend on the bottom topography and on the free-stream Froude number
Fr = u/

√
gh. If Fr< 1 or Fr> 1 everywhere, then the solution is smooth. For intermediate freestream

Froude numbers the flow can be transcritical with transitions where Fr passes through 1, and hence one
of the eigenvalues, u ±

√
gh of the Jacobian, passes through zero. In this case, the steady-state solution

can contain a stationary shock.
3. Drain on a bottom. Dry areas, where h ∼ 0, resemble a state of vacuum in gas dynamics, and are hard

to capture. In such areas, even small numerical oscillations may result in negative value(s) of h, and then
it becomes impossible to calculate the characteristic speeds, u±

√
gh. This is the reason why high-order

upwind schemes typically fail to compute such solutions.

3. Central-upwind schemes for balance laws

Before approaching the problem of approximating solutions of (2.1, 2.2), we start with the more general
problem of approximating solutions for multidimensional-dimensional systems of balance laws of the form,

ut +∇x · f(u) = S(u, x, t), x ∈ Rd, u ∈ RN , (3.1)

subject to the initial data, u(x, 0) = u0(x).

3.1. A one-dimensional scheme

For simplicity we use a uniform spatial grid xα := α∆x, and denote by ūj(t) the cell average of u(·, t) over
the interval (xj− 1

2
, xj+ 1

2
),

ūj(t) :=
1

∆x

x
j+ 1

2∫
x
j− 1

2

u(x, t) dx.
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An equivalent formulation of (3.1) in terms of cell averages in the 1D case reads

d
dt
ūj(t) +

f
(
u(xj+ 1

2
, t)
)
− f

(
u(xj− 1

2
, t)
)

∆x
=

1
∆x

x
j+ 1

2∫
x
j− 1

2

S
(
u(x, t), x, t

)
dx. (3.2)

A semi-discrete scheme is obtained by using an appropriate quadrature for the spatial integral on the RHS
of (3.2), and by approximating the fluxes at the half-integer grid points, x = xj± 1

2
.

The semi-discrete central-upwind scheme, with an additional term that accounts for the contribution of the
source, can be written in the following form,

d
dt
ūj(t) = −

Hj+ 1
2
(t)−Hj− 1

2
(t)

∆x
+ S̄j(t), (3.3)

where the numerical fluxes, Hj+ 1
2
, are given by (see [18])

Hj+ 1
2
(t) :=

a+
j+ 1

2
f(u−

j+ 1
2
)− a−

j+ 1
2
f(u+

j+ 1
2
)

a+
j+ 1

2
− a−

j+ 1
2

+
a+
j+ 1

2
a−
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

[
u+
j+ 1

2
− u−

j+ 1
2

]
. (3.4)

Here, u+
j+ 1

2
:= pj+1(xj+ 1

2
, t) and u−

j+ 1
2

:= pj(xj+ 1
2
, t) are the right and the left values at x = xj+ 1

2
of a

conservative, non-oscillatory piecewise polynomial interpolant,

ũ(x, t) =
∑
j

pj(x, t)χj ,

which is reconstructed at each time step from the previously computed cell averages, {ūj(t)}. The pieces
{pj(·, t)} are polynomials of a given degree, and χj is the characteristic function of the interval [xj−1/2, xj+1/2].
Note that the order of the piecewise-polynomial reconstruction determines the (formal) order of the numerical
fluxes (3.4).

The numerical source term, S̄j(t), requires a special attention and will be treated in Section 4. Finally, the
one-sided local speeds of propagation, a±

j+ 1
2
, are determined by

a+
j+ 1

2
= max

{
λN

(
∂f

∂u
(u−
j+ 1

2
)
)
, λN

(
∂f

∂u
(u+
j+ 1

2
)
)
, 0
}
,

a−
j+ 1

2
= min

{
λ1

(
∂f

∂u
(u−
j+ 1

2
)
)
, λ1

(
∂f

∂u
(u+
j+ 1

2
)
)
, 0
}
, (3.5)

with λ1 < . . . < λN being the N eigenvalues of the Jacobian ∂f/∂u.

Remarks.

1. We would like to emphasize that one of the main advantages of the proposed scheme is its simplicity.
Indeed, the 1D system of balance laws can be solved component-wise since no (approximate) Riemann
problem solvers were utilized.

2. Since the method we describe in this section is semi-discrete, equations (3.3–3.5) define a system of ODEs.
In order to solve this system, one needs to use a stable ODE solver of an appropriate order. In our
numerical simulations we have used the third-order strong stability-preserving (SSP) Runge-Kutta solver
proposed by Shu et al. in [9, 37,38].
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3. In order to construct a central-upwind scheme of a desired order, one needs to use a piecewise polynomial
reconstruction, {pj}, of an appropriate degree. In the numerical examples below, we have used the second-
order piecewise linear minmod reconstruction and the third-order piecewise quadratic reconstruction,
briefly described in Appendix A.

3.2. A two-dimensional scheme

We consider the two-dimensional system of balance laws,

ut + f(u)x + g(u)y = S(u, x, y, t).

The cell averages at time t,

ūj,k(t) :=
1

∆x∆y

x
j+ 1

2∫
x
j− 1

2

y
k+ 1

2∫
y
k− 1

2

u(x, y, t) dxdy,

are evolved using the genuinely multidimensional semi-discrete central-upwind scheme (taken from [18]), with
an additional term that counts for the contribution of the source,

d
dt
ūj,k(t) = −

Hx
j+ 1

2 ,k
(t)−Hx

j− 1
2 ,k

(t)

∆x
−
Hy

j,k+ 1
2
(t)−Hy

j,k− 1
2
(t)

∆y
+ S̄j,k(t). (3.6)

The fourth-order 2D numerical fluxes, Hx and Hy, are

Hx
j+ 1

2 ,k
:=

a+
j+ 1

2 ,k

6(a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

)

[
f(uNEj,k ) + 4f(uEj,k) + f(uSEj,k )

]

−
a−
j+ 1

2 ,k

6(a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

)

[
f(uNWj+1,k) + 4f(uWj+1,k) + f(uSWj+1,k)

]

+
a+
j+ 1

2 ,k
a−
j+ 1

2 ,k

6(a+
j+ 1

2 ,k
− a−

j+ 1
2 ,k

)

[
uNWj+1,k − uNEj,k + 4(uWj+1,k − uEj,k) + uSWj+1,k − uSEj,k

]
, (3.7)

and

Hy

j,k+ 1
2

:=
b+
j,k+ 1

2

6(b+
j,k+ 1

2
− b−

j,k+ 1
2
)

[
g(uNWj,k ) + 4g(uNj,k) + g(uNEj,k )

]

−
b−
j,k+ 1

2

6(b+
j,k+ 1

2
− b−

j,k+ 1
2
)

[
g(uSWj,k+1) + 4g(uSj,k+1) + g(uSEj,k+1)

]

+
b+
j,k+ 1

2
b−
j,k+ 1

2

6(b+
j,k+ 1

2
− b−

j,k+ 1
2
)

[
uSWj,k+1 − uNWj,k + 4(uSj,k+1 − uNj,k) + uSEj,k+1 − uNEj,k

]
. (3.8)

The point values in (3.7, 3.8) are computed from a non-oscillatory piecewise polynomial reconstruction,
ũ(x, y, t) =

∑
j,k

pj,k(x, y, t)χj,k (where χj,k is the characteristic function of the cell [xj− 1
2
, xj+ 1

2
]× [yk− 1

2
, yk+ 1

2
]),
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and are given by

uNj,k := pj,k(xj , yk+ 1
2
, t), uSj,k := pj,k(xj , yk− 1

2
, t),

uEj,k := pj,k(xj+ 1
2
, yk, t), uWj,k := pj,k(xj− 1

2
, yk, t), uNEj,k := pj,k(xj+ 1

2
, yk+ 1

2
, t), (3.9)

uNWj,k := pj,k(xj− 1
2
, yk+ 1

2
, t), uSEj,k := pj,k(xj+ 1

2
, yk− 1

2
, t), uSWj,k := pj,k(xj− 1

2
, yk− 1

2
, t).

In our numerical simulations, we used the third-order piecewise parabolic reconstruction proposed in [19], which
is outlined in Appendix B. This results in a third-order approximation of the fluxes. Similarly to the 1D case,
the one-sided local speeds of propagation a±

j+ 1
2 ,k

and b±
j,k+ 1

2
are calculated via

a+
j+ 1

2 ,k
:= max

{
λN

(
∂f

∂u
(uWj+1,k)

)
, λN

(
∂f

∂u
(uEj,k)

)
, 0
}
,

b+
j,k+ 1

2
:= max

{
λN

(
∂g

∂u
(uSj,k+1)

)
, λN

(
∂g

∂u
(uNj,k)

)
, 0
}
,

a−
j+ 1

2 ,k
:= min

{
λ1

(
∂f

∂u
(uWj+1,k)

)
, λ1

(
∂f

∂u
(uEj,k)

)
, 0
}
,

b−
j,k+ 1

2
:= min

{
λ1

(
∂g

∂u
(uSj,k+1)

)
, λ1

(
∂g

∂u
(uNj,k)

)
, 0
}
, (3.10)

where λ1(·) < . . . < λN (·) are the eigenvalues of ∂f/∂u or ∂g/∂u. The numerical source term in (3.6),

S̄j,k(t) ≈ 1
∆x∆y

x
j+ 1

2∫
x
j− 1

2

y
k+ 1

2∫
y
k− 1

2

S
(
u(x, y, t), x, y, t

)
dxdy,

is obtained by an appropriate quadrature, which will be discussed in Section 4 below.

Remark. The generalization of the proposed 2D scheme to higher space dimensions can be derived in a similar
manner. We omit the technical details.

4. Central-upwind schemes for steady states

In this section we focus on the Saint-Venant equations and derive a specific discretization of the source term
that preserves stationary steady-state solutions. For simplicity we fix the gravitational constant g = 1.

We start with the 1D case and denote the surface of the water at any given time by w := h + B. Noting
that w, and not h, must remain constant when stationary solutions are considered, we rewrite equation (2.1)
in terms of w and the momentum hu. Since the bottom topography B(x) remains constant in time, we have

wt + (hu)x = 0,

(hu)t +
[

(hu)2

w −B +
1
2

(w −B)2

]
x

= −(w −B)Bx.
(4.1)

The same change of variables was done in [35].
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A similar change of variables can be made in the 2D case. Again, we denote the surface by w := h+B and
rewrite (2.2) in terms of w, hu and hv,

wt + (hu)x + (hv)y = 0,

(hu)t +
[

(hu)2

w −B +
1
2

(w −B)2

]
x

+
[

(hu)(hv)
w −B

]
y

= −(w −B)Bx,

(hv)t +
[

(hu)(hv)
w −B

]
x

+
[

(hv)2

w −B +
1
2

(w −B)2

]
y

= −(w −B)By.

(4.2)

How do we discretize (4.1) and (4.2)? An implementation of (3.3–3.5) in the corresponding 1D case, and
of (3.6–3.10) in the 2D case, still requires a quadrature for approximating the averages of the source terms.

In 1D, we are looking for a discretization of S̄j(t) such that stationary steady-state solutions (u = 0, w =
const) will be preserved by (3.3–3.5). In this case, ~u+

j+ 1
2

= ~u−
j+ 1

2
, where ~u := (w, hu)T . The eigenvalues of

the Jacobian are u ±
√
h = ±

√
w −B. If we assume that w is constant, then the one-sided speeds satisfy

a+
j+ 1

2
= −a−

j+ 1
2

(given that the point-value of B(xj+ 1
2
) is known). The numerical flux in (3.4) is then given by

~Hj+ 1
2

=
~f(~u+

j+ 1
2
) + ~f(~u−

j+ 1
2
)

2
= ~f(~uj+ 1

2
), ~f(~u) =

 hu

(hu)2

w −B +
1
2

(w −B)2

 .

The first component of the flux, H(1)

j+ 1
2
, is identically zero, and the second component is

H
(2)

j+ 1
2

=
1
2

(
wj+ 1

2
−B(xj+ 1

2
)
)2

.

Since wj+ 1
2

= wj− 1
2

= Const, the first term on the RHS of (3.3) equals

−
H

(2)

j+ 1
2
−H(2)

j− 1
2

∆x
= − 1

2∆x

((
wj+ 1

2
−B(xj+ 1

2
)
)2

−
(
wj− 1

2
−B(xj− 1

2
)
)2
)

(4.3)

=
B(xj+ 1

2
)−B(xj− 1

2
)

∆x
·
wj+ 1

2
−B(xj+ 1

2
) + wj− 1

2
−B(xj− 1

2
)

2
·

Therefore, in order to preserve stationary steady-states, (4.3) must be canceled by the contribution of the source
term. This dictates the following discretization of the average of the source term:

S̄
(2)
j (t) ≈ 1

∆x

x
j+ 1

2∫
x
j− 1

2

S(2)
(
ũ(x, t), x, t

)
dx ≈ −

B(xj+ 1
2
)−B(xj− 1

2
)

∆x
·

(
w−
j+ 1

2
−B(xj+ 1

2
)
)

+
(
w+
j− 1

2
−B(xj− 1

2
)
)

2
·

(4.4)

Remark. The quadrature (4.4) is second-order accurate. Therefore, even if we use the third-order numerical
fluxes, Hj+ 1

2
, the resulting scheme is only second-order. At the same time, we would like to stress that such

a “mixed”-order scheme seems to provide a much sharper resolution than the “purely”second-order scheme
(consult Ex. 1 in Sect. 5).



404 A. KURGANOV AND D. LEVY

In the 2D case, a similar computation shows that the components of the numerical source term in (3.6) that
preserve stationary states are

S̄
(2)
j,k (t) =

1
∆x∆y

x
j+ 1

2∫
x
j− 1

2

y
k+ 1

2∫
y
k− 1

2

S(2)
(
u(x, y, t), x, y, t

)
dxdy

≈ −1
6

[
B(xj+ 1

2
, yk+ 1

2
)−B(xj− 1

2
, yk+ 1

2
)

∆x
·

(
wNEj,k −B(xj+ 1

2
, yk+ 1

2
)
)

+
(
wNWj,k −B(xj− 1

2
, yk+ 1

2
)
)

2

+ 4 ·
B(xj+ 1

2
, yk)− B(xj− 1

2
, yk)

∆x
·

(
wEj,k −B(xj+ 1

2
, yk)

)
+
(
wWj,k −B(xj− 1

2
, yk)

)
2

+
B(xj+ 1

2
, yk− 1

2
)−B(xj− 1

2
, yk− 1

2
)

∆x
·

(
wSEj,k −B(xj+ 1

2
, yk− 1

2
)
)

+
(
wSWj,k −B(xj− 1

2
, yk− 1

2
)
)

2

]
,

and

S̄
(3)
j,k (t) =

1
∆x∆y

x
j+ 1

2∫
x
j− 1

2

y
k+ 1

2∫
y
k− 1

2

S(3)
(
u(x, y, t), x, y, t

)
dxdy

≈ −1
6

[
B(xj+ 1

2
, yk+ 1

2
)−B(xj+ 1

2
, yk− 1

2
)

∆y
·

(
wNEj,k −B(xj+ 1

2
, yk+ 1

2
)
)

+
(
wSEj,k −B(xj+ 1

2
, yk− 1

2
)
)

2

+ 4 ·
B(xj , yk+ 1

2
)−B(xj , yk− 1

2
)

∆y
·

(
wNj,k −B(xj , yk+ 1

2
)
)

+
(
wSj,k −B(xj , yk− 1

2
)
)

2

+
B(xj− 1

2
, yk+ 1

2
)− B(xj− 1

2
, yk− 1

2
)

∆y
·

(
wNWj,k −B(xj− 1

2
, yk+ 1

2
)
)

+
(
wSWj,k −B(xj− 1

2
, yk− 1

2
)
)

2

]
·

4.1. Central-upwind schemes for dry states

If one deals with the case when the water height is very small in some areas, then even small numerical
oscillations introduced by a piecewise polynomial reconstruction, may lead to negative computed values of h.
This will make it impossible to compute the one-sided speeds of propagation a±

j+ 1
2
, and the scheme (3.3–3.5)

can not be applied as is. In this section we explain how to avoid such an undesirable situation.
Let us consider the 1D case (the 2D case can be treated by a complete analogy). According to (3.3–3.5), the

spatial discretization of the first equation in (4.1) gives

d
dt
w̄j = −

H
(1)

j+ 1
2
−H(1)

j− 1
2

∆x
,

where

H
(1)

j+ 1
2

=
a+
j+ 1

2
(hu)−

j+ 1
2
− a−

j+ 1
2
(hu)+

j+ 1
2

a+
j+ 1

2
− a−

j+ 1
2

+
a+
j+ 1

2
a−
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

[
w+
j+ 1

2
− w−

j+ 1
2

]
. (4.5)
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Let us assume that h ∼ 0, B(x) is continuous, and B 6≡ Const in a neighborhood of x = xj+ 1
2
. The difference

w+
j+ 1

2
−w−

j+ 1
2

must be also ∼ 0, but this may not be true if the values of w±
j+ 1

2
are computed from an rth-order

piecewise polynomial reconstruction w̃(·, t). In such a case, w+
j+ 1

2
− w−

j+ 1
2

= C(∆x)r , C ∼ B′′(xj+ 1
2
), and

therefore, even in the extreme case of hj−1 = hj = hj+1 = 0, the nonzero numerical diffusion may lead to
negative values of h.

Alternatively, one may reconstruct the water height, h̃(·, t), in the areas where h is small, and set w±
j+ 1

2
:=

h±
j+ 1

2
+ B(xj+ 1

2
) there. Then w+

j+ 1
2
− w−

j+ 1
2

= h+
j+ 1

2
− h−

j+ 1
2
∼ 0, and we expect h to remain positive. More

precisely, this result is formulated in the following theorem.

Theorem 4.1. Consider the system (4.1) and assume that B(x) is continuous. Consider the central-upwind
semi-discrete scheme (3.3–3.5), where the intermediate values w±

j+ 1
2

= h±
j+ 1

2
+B(xj+ 1

2
) and (hu)±

j+ 1
2

are com-
puted from a conservative, monotonicity preserving, TVD reconstruction of the variables h and hu (e.g., the
second-order minmod reconstruction (A.2, A.4)). Assume that the resulting system of ODEs is solved with a

forward Euler method, and that ∀j, h̄nj := w̄nj −

x
j+ 1

2∫
x
j− 1

2

B(x) dx ≥ 0. Then ∀j, h̄n+1
j ≥ 0, provided that ∆t ≤ ∆x

4a
,

where a := max
j
{max(a+

j+ 1
2
,−a−

j+ 1
2
)}.

Remark. If instead of the first-order forward Euler method, one uses a higher-order SSP ODE solver (either
the Runge-Kutta or the multistep one), the result of Theorem 4.1 is still valid since such ODE solvers can be
written as a convex combination of several forward Euler steps, see [9].

Proof. The central-upwind scheme for the first equation in (4.1), together with the reconstruction of h and hu,
and the forward Euler temporal discretization gives,

w̄n+1
j = w̄nj − λ

(
H

(1)

j+ 1
2
−H(1)

j− 1
2

)
, λ :=

(∆t)n

∆x
, (4.6)

where the numerical flux (4.5) becomes

H
(1)

j+ 1
2

=
a+
j+ 1

2
(hu)−

j+ 1
2
− a−

j+ 1
2
(hu)+

j+ 1
2

a+
j+ 1

2
− a−

j+ 1
2

+
a+
j+ 1

2
a−
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

[
h+
j+ 1

2
− h−

j+ 1
2

]
. (4.7)

If all h̄nj are nonnegative, and if the values of h±
j+ 1

2
are obtained from a conservative, monotonicity preserving,

TVD reconstruction, then h±
j+ 1

2
≥ 0 and h̄nj = (h+

j− 1
2

+ h−
j+ 1

2
)/2 for all j, and (4.6) can be rewritten in the

following form,

h̄n+1
j =

[
1
2

+
λa−

j− 1
2

a+
j− 1

2
− a−

j− 1
2

(a+
j− 1

2
− u+

j− 1
2
)

]
h+
j− 1

2

[
1
2
−

λa+
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

(u−
j+ 1

2
− a−

j+ 1
2
)

]
h−
j+ 1

2

−
[

λa−
j+ 1

2

a+
j+ 1

2
− a−

j+ 1
2

(a+
j+ 1

2
− u+

j+ 1
2
)

]
h+
j+ 1

2

[
λa+

j− 1
2

a+
j− 1

2
− a−

j− 1
2

(u−
j− 1

2
− a−

j− 1
2
)

]
h−
j− 1

2
, (4.8)

where u±
j± 1

2
:= (hu)±

j± 1
2
/h±

j± 1
2
.

We recall that the local speeds in (4.7) are a+
j+ 1

2
= max(u+

j+ 1
2

+
√
h+
j+ 1

2
, u−
j+ 1

2
+
√
h−
j+ 1

2
, 0), and a−

j+ 1
2

=

min(u+
j+ 1

2
−
√
h+
j+ 1

2
, u−
j+ 1

2
−
√
h−
j+ 1

2
, 0). Therefore, a+

j+ 1
2
≥ 0, a−

j+ 1
2
≤ 0, a+

j+ 1
2
− u+

j+ 1
2
≥ 0, u−

j+ 1
2
− a−

j+ 1
2
≥ 0 ∀j,
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and thus the last two terms in (4.8) are nonnegative. The first two terms in (4.8) will be also nonnegative under
the CFL restriction λ ≤ 1/4a. Hence, h̄n+1

j ≥ 0 for all j, and the proof is completed.

We conclude this section with the description of a high-order central-upwind scheme, suitable for both steady-
state and dry state computations:

Algorithm 4.1. Fix a threshold K > 0. If h̄nj−1, h̄
n
j , h̄

n
j+1 > K, apply the scheme (3.3–3.5) to the system (4.1).

Otherwise, replace the first component of the numerical flux, (4.5), with (4.7), and use a conservative, mono-
tonicity preserving, TVD reconstruction for computing the intermediate values of h±

j± 1
2

and (hu)±
j± 1

2
.

Remarks.
1. The resulting scheme does not seem to be sensitive to the choice of the threshold K in Algorithm 4.1. In

our numerical experiments we used K = max
j
{h̄0

j}/10.

2. The CFL condition which guarantees that the values of h remain nonnegative requires time steps (∆t ≤
∆x/4a) which are twice smaller than the time steps determined by the usual CFL condition (∆t ≤ ∆x/2a).
We observed that even if the latter CFL number is used, h typically remains nonnegative. In order to make
our method more efficient and avoid an increase in the CPU time by a factor of two we have implemented
the following strategy:
Assuming that the solution was computed at time t, we evolve the solution to time t+∆t using CFL=1/2.
If one of the computed values h̄j(t + ∆t) is negative, the last evolution step is rejected, and instead, the
solution is evolved from t to t+ ∆t/2. Note that by Theorem 4.1, h̄j(t+ ∆t/2) ≥ 0 for all j. In practice,
our numerical simulations required to reject only a few evolution steps.

3. The 2D scheme that preserves the positivity of h can be constructed in a similar way. One needs to replace
the differences (wNW

j+1,k − wNE
j,k ), . . . with (hNW

j+1,k − hNE
j,k ), . . . in the numerical fluxes for the first equation

in (4.2), and to reconstruct h̃(·, ·, t), h̃u(·, ·, t) and h̃v(·, ·, t) with the help of a conservative, monotonicity
preserving, TVD reconstruction (e.g., the 2D minmod reconstruction (B.3, B.4)) in the areas where h is
small.

5. Numerical Simulations

In this section we present a variety of 1D and 2D examples in which we test our central-upwind methods. In
all cases the gravitational constant was taken as g = 1.

In most examples the CFL number is taken as to satisfy the hyperbolic CFL condition. In the drain prob-
lem (Ex. 3), the CFL number is reduced to ensure the stability of the SSP Runge-Kutta solver. One can
optimize the choice of the time-step by using more efficient ODE solvers such as the large stability domain
Runge-Kutta-type solver DUMKA3 (see [31]) or its recent modifications, ROCK2 or ROCK4 [1,2], available at
http://www.unige.ch/math/folks/hairer/software.html.

Example 1 – 1D, small perturbation of a steady-state solution

The following example is taken from LeVeque [23]. We solve the 1D Saint-Venant system in its original
form, (2.1), and in the equivalent form, (4.1). The bottom topography consists of one hump,

B(x) =
{

0.25(cos(π(x− 0.5)/0.1) + 1), if |x− 0.5| < 0.1,
0, otherwise. (5.1)

The initial data is the perturbed stationary solution,

w(x, 0) = 1 + ε, u(x, 0) = 0, (5.2)

where the perturbation constant ε is a non-zero constant for 0.1 < x < 0.2. We compare the following methods
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for approximating the solutions of this initial-value problem:
1. A “naive” approach in which we solve the system (2.1) in the original variables, h and hu. We use the

third-order scheme (3.3–3.5) with a Simpson quadrature for the source term.
2. The second-order scheme (3.3–3.5), (4.4) applied to the system (4.1).
3. The third-order scheme (3.3–3.5) with a Simpson quadrature for the source term. Even though this scheme

is applied to the system (4.1), it does not preserve stationary steady-state solutions. Due to the high-order
treatment of the source term, this method is (formally) third-order accurate.

4. The third-order scheme (3.3–3.5) with the second-order, steady-state preserving discretization of the source
term average, (4.4). This method is (formally) second-order accurate.

Figures 5.1–5.2 show the computed surface w = h + B at time T = 0.7. In all the simulations the number
of points was taken as N = 100. The results are shown for ε = 10−2, 10−5. The reference solution is computed
by the third-order scheme (3.3–3.5), with the second-order, steady-state preserving method for the source
term, (4.4), with N = 1600 points.

Clearly, the “naive” approach fails to resolve the solution at the vicinity of the hump (0.4 < x < 0.6),
producing an oscillatory solution in this region. These oscillations are magnified as ε → 0. The second-order
scheme results in a solution which is relatively dissipative though non-oscillatory, as expected. Both third-order
methods, which are applied to the modified system (4.1), create a much sharper image of the right-going wave,
and in the case of ε = 10−2, they seem to produce comparable results (see Fig. 5.1). A big difference is observed
in the ε = 10−5 case, in which the “purely” third-order method generated oscillations above the hump, while the
third-order scheme with the second-order, steady-state preserving method for the source term, is non-oscillatory
at that region (see Fig. 5.2). It also produces a much better resolved solution compared with the second-order
scheme. This shows that even though this method is only (formally) second-order accurate, the smaller errors
in the third-order approximation of the fluxes make a big difference in terms of the resolution of the waves.

Example 2 – Transcritical flow

We start with the following initial data,

w(x, 0) = 1, u(x, 0) = 0.3, (5.3)

where B(x) is given by (5.1). In order to approximate the solution in a finite domain we implement outflow
boundary conditions. In this example the flow is transcritical (see Sect. 2). The parameters are chosen such
that the free-stream Froude number increases to a value larger than one above the hump and then decreases to
less than one, such that a steady-state shock appears on the surface. This problem is taken from [23].

The approximate solution was computed with the third-order scheme (3.3–3.5) with the second-order source
term treatment (4.4). The result at time T = 1.8 with N = 100 points is presented in Figure 5.3. The solid line
represents the reference solution which was computed with N = 1600 points. Clearly, the steady-state shock is
fully resolved already with N = 100 points.

We would like to emphasize that in [23] LeVeque observed a non-convergence of his Newton iterations at
the time when the shock first forms. In order to obtain the solution, he starts with a fractional step method,
uses it until the shock forms and an approximate steady-state is reached, and then switches to the quasi-steady
method. With the central-upwind scheme we propose in this paper, no special modification is required. The
solution presented here is obtained with a direct application of our method to this problem.

Example 3 – Drain on a non-flat bottom

We solve the system (4.1, 5.1) with different bottom topographies and with different initial data. The left
boundary condition we assume is a “mirror state”-type condition, and the right boundary condition is an “outlet
condition on a dry bed” (consult [8, 11]). This boundary condition on the right side of the domain, allows the
water to freely move to the right into the initially dry region. The solution of this initial-boundary value problem
at t→∞ contains a dry state on the right of the hump.
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Figure 5.1. ε = 10−2. In (a), the solution of (2.1, 5.1, 5.2) is computed in terms of the
original variables h and u. In (b–d), the solution of (4.1, 5.1, 5.2) is computed in terms of
the variables h + B and hu. (a) The third-order method with Simpson’s rule for the source
term. (b) The second-order scheme with the second-order, steady-state preserving method for
the source term. (c) The third-order scheme with Simpson’s rule for the source term. (d) The
third-order scheme with the second-order, steady-state preserving method for the source term.

In Figures 5.4–5.5 we show the solution obtained with the initial data

w(x, 0) = 0.8, u(x, 0) = 0, (5.4)

and the bottom (5.1). The solution was computed using N = 100 grid points and is shown at times T =
0.5, 0.75, 1, 3, 50. The variables that are plotted in these figures are w = h+B and hu. As expected the solution
converges to a steady-state solution in which water exists only on the left hand side of the hump. In Figures 5.6–
5.7 we show the solution obtained with the same initial data (5.4) and a two-hump bottom which is plotted in
a dashed line. Here we compute the solution with N = 200 points and present it at times T = 0.5, 1, 3, 5, 50.

In Figures 5.8–5.11 we use a different two-humps bottom B(x). We use two sets of initial data: for the
simulations we present in Figures 5.8–5.9 the initial data is taken as

w(x, 0) =
{

1.5, x < 0.6,
0, otherwise, u(x, 0) = 0, (5.5)
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Figure 5.2. ε = 10−5. In (a), the solution of (2.1, 5.1, 5.2) is computed in terms of the
original variables h and u. In (b–d), the solution of (4.1, 5.1, 5.2) is computed in terms of
the variables h + B and hu. (a) The third-order method with Simpson’s rule for the source
term. (b) The second-order scheme with the second-order, steady-state preserving method for
the source term. (c) The third-order scheme with Simpson’s rule for the source term. (d) The
third-order scheme with the second-order, steady-state preserving method for the source term.

while in Figures 5.10–5.11 the initial data is

w(x, 0) =
{

1.5, x < 0.2,
0, otherwise, u(x, 0) = 0. (5.6)

Here we observe a qualitatively different behavior in the solution. While in the first case (5.5), the water remains
in both reservoirs, in the second case (5.6) where less water is taken above the right reservoir, the water escapes
out of the right reservoir and the steady-state solution includes water only in the left one.

Example 4 – 2D, small perturbation of a steady-state solution

In this example, taken from LeVeque [23], we solve the 2D equations (4.2) in the domain [0, 2]× [0, 1]. The
bottom consists of an elliptical shaped hump

B(x, y) = 0.8 exp(−5(x− 0.9)2 − 50(y − 0.5)2). (5.7)
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Figure 5.3. A stationary shock in the transcritical case with the initial data (5.3).

The surface is initially flat with w(x, y, 0) = 1 except for 0.05 < x < 0.15 where ε = 0.01 is added to w.
Figure 5.12 displays the right-going disturbance as it propagates past the hump, on a 200 × 100 and a 600×
300 grids. The surface of the water, w(x, y, t), is presented at times T = 0.6, 0.9, 1.2, 1.5, 1.8. Clearly, our simple
central-upwind scheme is capable of resolving the complex small features of the flow (compare with [23]).

Appendix A: Non-oscillatory piecewise polynomial reconstructions

A major ingredient in the construction of Godunov-type schemes for conservation laws is a piecewise polyno-
mial reconstruction. Typically, second-order schemes require a piecewise linear reconstruction [22, 32]. Third-
order schemes employ a piecewise quadratic approximation and one of the possibilities is to use an essentially
non-oscillatory (ENO) reconstruction. In the 1D case we refer the reader to [14, 37]. Taking a convex com-
bination of interpolants that are reconstructed on different stencils results in a reduction in the order of the
polynomial. This leads to the Weighted ENO (WENO) interpolants [25, 26, 29]. For multidimensional Central
WENO (CWENO) schemes we refer to [26]. The ENO-type reconstructions require a measure on the smoothness
of the reconstruction, which in turn requires certain a-priori information about the solution. One-dimensional
non-oscillatory piecewise quadratic reconstructions which do not require the use of smoothness indicators were
proposed in [19,28,30]. Two-dimensional generalizations of these reconstructions were presented in [19,33].

We give a brief description of the 1D third-order non-oscillatory reconstruction from [19] which we used in
our numerical experiments. We denote by D± and D0 the one-sided and the central divided differences

D±v(x) := ±v(x±∆x)− v(x)
∆x

, D0v(x) :=
v(x+ ∆x)− v(x−∆x)

2∆x
,

and consider the basic piecewise quadratic reconstruction

qnj (x) = (ūnj −
(∆x)2

24
D+D−ū

n
j ) +D0ū

n
j (x− xj) +

1
2
D+D−ū

n
j (x− xj)2, x ∈ (xj− 1

2
, xj+ 1

2
),
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Figure 5.4. Drain on a non-flat bottom with the initial data (5.4) and the bottom (5.1). N = 100.
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Figure 5.5. Drain on a non-flat bottom with the initial data (5.4) and the bottom (5.1).
N = 100.
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Figure 5.6. Drain on a non-flat bottom with the initial data (5.4). N = 200.
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Figure 5.7. Drain on a non-flat bottom with the initial data (5.4). N = 200.
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Figure 5.8. Drain on a non-flat bottom with the initial data (5.5). N = 800.
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Figure 5.9. Drain on a non-flat bottom with the initial data (5.5). N = 800.
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Figure 5.10. Drain on a non-flat bottom with the initial data (5.6). N = 800.
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Figure 5.11. Drain on a non-flat bottom with the initial data (5.6). N = 800.
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Figure 5.12. The solution of (4.2, 5.7). The images on the left side of the figure were computed
on a 200×100 grid. The images on the right side of the figure were computed on a 600×300 grid.
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which is conservative, accurate, and satisfies a shape-preserving property (for details see [19, 30]). In general,
this reconstruction is oscillatory since new extrema may be created at the interface points {xj+ 1

2
}. To prevent

this, a convex combination of the basic parabolas qnj and the piecewise linear interpolant Lnj is used, namely

pnj (x) = (1− θnj )Lnj (x) + θnj q
n
j (x), 0 < θnj < 1, (A.1)

where

Lnj (x) = ūnj + snj (x− xj). (A.2)

An appropriate choice of {θnj } and {snj } guarantees that the new piecewise quadratic reconstruction {pnj } is
non-oscillatory [19]. We take {θnj } to be

θnj :=



min

{
Mn
j+ 1

2
− Lnj (xj+ 1

2
)

Mn
j − Lnj (xj+ 1

2
)
,
mn
j− 1

2
− Lnj (xj− 1

2
)

mn
j − Lnj (xj− 1

2
)
, 1

}
, if ūnj−1 < ūnj < ūnj+1,

min

{
Mn
j− 1

2
− Lnj (xj− 1

2
)

Mn
j − Lnj (xj− 1

2
)
,
mn
j+ 1

2
− Lnj (xj+ 1

2
)

mn
j − Lnj (xj+ 1

2
)
, 1

}
, if ūnj−1 > ūnj > ūnj+1,

1, otherwise,

(A.3)

where

Mn
j = max

{
qnj (xj+ 1

2
), qnj (xj− 1

2
)
}
, mn

j = min
{
qnj (xj+ 1

2
), qnj (xj− 1

2
)
}
,

and

Mn
j± 1

2
= max

{
1
2

(
Lnj (xj± 1

2
) + Lnj±1(xj± 1

2
)
)
, qnj±1(xj± 1

2
)
}
,

mn
j± 1

2
= min

{
1
2

(
Lnj (xj± 1

2
) + Lnj±1(xj± 1

2
)
)
, qnj±1(xj± 1

2
)
}
·

Our choice of the non-oscillatory piecewise linear approximation {Lnj } is the standard minmod interpolant (A.2)
(see [22,32,40]) with

snj = minmod
(
ūnj − ūnj−1

∆x
,
ūnj+1 − ūnj

∆x

)
, (A.4)

where

minmod(a, b) :=
sgn(a) + sgn(b)

2
min(|a|, |b|).

If one sets all the slopes snj to be zero, then (A.1–A.3) is reduced to the original reconstruction from [30]. The
final piecewise parabolic reconstruction is

pnj (x) =
(
ūnj − θnj

(∆x)2

24
D+D−ū

n
j

)
+
(
θnjD0ū

n
j + (1− θnj )snj

)
(x− xj) +

θnj
2
D+D−ū

n
j (x− xj)2, (A.5)

where θnj and snj are given by (A.3) and (A.4), respectively.
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Remark. Our second-order central-upwind scheme in Section 5, employs a piecewise linear reconstruction (A.2)
with slopes that are computed by a one-parameter family of generalized minmod limiters [32,39,40]

snj = minmod
(
θ
ūnj − ūnj−1

∆x
,
ūnj+1 − ūnj−1

2∆x
, θ
ūnj+1 − ūnj

∆x

)
. (A.6)

Here, θ ∈ [1, 2], and the multivariate minmod function is defined by

minmod(x1, x2, ...) :=

minj{xj}, if xj > 0 ∀j,
maxj{xj}, if xj < 0 ∀j,
0, otherwise.

Notice that larger θ’s in (A.6) correspond to less dissipative but more oscillatory limiters [32, 39, 40]. Our
numerical experiments indicate that the optimal value is about θ ≈ 1.3.

Appendix B: An example of a two-dimensional, third-order, piecewise

quadratic reconstruction

In this section we briefly describe the 2D third-order piecewise quadratic reconstruction [19], we used in our
numerical examples. It can be viewed as a generalization of (A.5). The main idea is to use a convex combination
of the (possibly) oscillatory basic parabolas and non-oscillatory linear functions in order to construct a third-
order non-oscillatory interpolant. The resulting piecewise quadratic reconstruction {pnj,k} is

pnj,k(x, y) = (1− θnj,k)Lnj,k(x, y) + θnj,kq
n
j,k(x, y), 0 < θnj,k < 1. (B.1)

Here, {qnj,k} is the basic parabola

qnj,k(x, y) =
(
ūnj,k −

(∆x)2

24
Dx

+D
x
−ū

n
j,k −

(∆y)2

24
Dy

+D
y
−ū

n
j,k

)
+Dx

0 ū
n
j,k(x− xj) +Dy

0 ū
n
j,k(y − yk) +

+
1
2
Dx

+D
x
−ū

n
j,k(x− xj)2 +Dx

0D
y
0 ū

n
j,k(x− xj)(y − yk) +

1
2
Dy

+D
y
−ū

n
j,k(y − yk)2, (B.2)

where we use the notation

Dx
±v(x, y) := ±v(x±∆x, y)− v(x, y)

∆x
, Dy

±v(x, y) := ±v(x, y ±∆y)− v(x, y)
∆y

,

Dx
0v(x, y) :=

v(x+ ∆x, y)− v(x−∆x, y)
2∆x

, Dy
0v(x, y) :=

v(x, y + ∆y)− v(x, y −∆y)
2∆y

·

The linear functions {Lnj,k} are given by

Lnj,k(x, y) = ūnj,k + sxj,k(x− xj) + syj,k(y − yk), (B.3)

where the slopes {sxj,k, s
y
j,k} are computed using the minmod limiter,

sxj,k = minmod
(
ūnj,k − ūnj−1,k

∆x
,
ūnj+1,k − ūnj,k

∆x

)
, syj,k = minmod

(
ūnj,k − ūnj,k−1

∆y
,
ūnj,k+1 − ūnj,k

∆y

)
· (B.4)

For our new scheme, only eight point values need to be computed in each (j, k)-cell: uN
j,k, uE

j,k, uS
j,k, uW

j,k, uNE
j,k ,

uNW
j,k , uSE

j,k, and uSW
j,k . They may be calculated using the “dimension-by-dimension” approach which we apply in
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two steps. First, we use the reconstruction (B.1, B.2) with

θnj,k = min{θxj,k, θyj,k}, (B.5)

to approximate the point values in the coordinate directions – uN
j,k, uE

j,k, uS
j,k and uW

j,k. Here, the limiters {θxj,k}
and {θyj,k} are determined by (A.3) with

Lnj (·) = Lnj,k(·, yk), qj(·) = qnj,k(·, yk),

and

Lnj (·) = Lnj,k(xk, ·), qnj (·) = Lnj,k(xk, ·).

To ensure that there are no oscillations in the diagonal directions, the point values uNE
j,k , uNW

j,k , uSE
j,k and uSW

j,k are
computed by another reconstruction which is determined by

p̂nj,k(x, y) = (1− θ̂nj,k)L̂nj,k(x, y) + θ̂nj,k q̂
n
j,k(x, y), 0 < θ̂nj,k < 1. (B.6)

The adjusted basic parabolas {q̂nj,k} are

q̂nj,k(x, y) = ūnj,k −
∆2

48

(
Dd+

+ Dd+

− ūnj,k +Dd−

+ Dd−

− ūnj,k

)
+

∆
2
Dd+

0 ūnj,k

[
y − yk

∆y
+
x− xj

∆x

]

+
∆
2
Dd−

0 ūnj,k

[
y − yk

∆y
− x− xj

∆x

]
+

∆2

4
Dd+

0 Dd−

0 ūnj,k

[(
y − yk

∆y

)2

−
(
x− xj

∆x

)2
]

+
∆2

8
Dd+

+ Dd+

− ūnj,k

[
y − yk

∆y
+
x− xj

∆x

]2

+
∆2

8
Dd−

+ Dd−

− ūnj,k

[
y − yk

∆y
− x− xj

∆x

]2

, (B.7)

where ∆ :=
√

(∆x)2 + (∆y)2, and the divided differences in the diagonal directions are

Dd+

± v(x, y) := ±v(x±∆x, y ±∆y)− v(x, y)
∆

,

Dd+

0 v(x, y) :=
v(x+ ∆x, y + ∆y)− v(x−∆x, y −∆y)

2∆
,

Dd−

± v(x, y) := ±v(x∓∆x, y ±∆y)− v(x, y)
∆

,

Dd−

0 v(x, y) :=
v(x−∆x, y + ∆y)− v(x+ ∆x, y −∆y)

2∆
·

The corresponding linear functions {L̂nj,k} are given by

L̂nj,k(x, y) = ūnj,k +
∆
2

{
ŝ+
j,k

[y − yk
∆y

+
x− xj

∆x

]
+ ŝ−j,k

[y − yk
∆y

− x− xj
∆x

]}
,

where the slopes are computed using the minmod limiter, applied in the diagonal directions

ŝ+
j,k = minmod

(
ūnj,k − ūnj−1,k−1

∆
,
ūnj+1,k+1 − ūnj,k

∆

)
, (B.8)

ŝ−j,k = minmod
(
ūnj,k − ūnj+1,k−1

∆
,
ūnj−1,k+1 − ūnj,k

∆

)
· (B.9)
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The parameter θ̂nj,k in (B.6) is determined by

θ̂nj,k = min{θ̂+
j,k, θ̂

−
j,k}, (B.10)

where θ̂+
j,k and θ̂−j,k are computed similarly to (A.3), namely

θ̂±j,k :=



min

M
±
j± 1

2 ,k+ 1
2
− L̂nj,k(xj± 1

2
, yk+ 1

2
)

M±j,k − L̂nj,k(xj± 1
2
, yk+ 1

2
)

,
m±
j∓ 1

2 ,k−
1
2
− L̂nj,k(xj∓ 1

2
, yk− 1

2
)

m±j,k − L̂nj,k(xj∓ 1
2
, yk− 1

2
)

, 1

,
if ūnj∓1,k−1 < ūnj,k < ūnj±1,k+1,

min

M
±
j∓ 1

2 ,k− 1
2
− L̂nj,k(xj∓ 1

2
, yk− 1

2
)

M±j,k − L̂nj,k(xj∓ 1
2
, yk− 1

2
)

,
m±
j± 1

2 ,k+ 1
2
− L̂nj,k(xj± 1

2
, yk+ 1

2
)

m±j,k − L̂nj,k(xj± 1
2
, yk+ 1

2
)

, 1

,
if ūnj∓1,k−1 > ūnj,k > ūnj±1,k+1,

1, otherwise,

where

M±j,k = max
{
q̂nj,k(xj± 1

2
, yk+ 1

2
), q̂nj,k(xj∓ 1

2
, yk− 1

2
)
}
, m±j,k = min

{
q̂nj,k(xj± 1

2
, yk+ 1

2
), q̂nj,k(xj∓ 1

2
, yk− 1

2
)
}
,

and

M+
j± 1

2 ,k± 1
2

= max
{

1
2

(
L̂nj,k(xj± 1

2
, yk± 1

2
) + L̂nj±1,k±1(xj± 1

2
, yk± 1

2
)
)
, q̂nj±1,k±1(xj± 1

2
, yk± 1

2
)
}
,

m+
j± 1

2 ,k±
1
2

= min
{

1
2

(
L̂nj,k(xj± 1

2
, yk± 1

2
) + L̂nj±1,k±1(xj± 1

2
, yk± 1

2
)
)
, q̂nj±1,k±1(xj± 1

2
, yk± 1

2
)
}
,

M−
j∓ 1

2 ,k± 1
2

= max
{

1
2

(
L̂nj,k(xj∓ 1

2
, yk± 1

2
) + L̂nj∓1,k±1(xj∓ 1

2
, yk± 1

2
)
)
, q̂nj∓1,k±1(xj∓ 1

2
, yk± 1

2
)
}
,

m−
j∓ 1

2 ,k±
1
2

= min
{

1
2

(
L̂nj,k(xj∓ 1

2
, yk± 1

2
) + L̂nj∓1,k±1(xj∓ 1

2
, yk± 1

2
)
)
, q̂nj∓1,k±1(xj∓ 1

2
, yk± 1

2
)
}
·

In summary, the point values uN
j,k, uS

j,k, uE
j,k and uW

j,k are computed as the corresponding values of

pnj,k(x, y) =
(
ūnj,k − θnj,k

(∆x)2

24
Dx

+D
x
−ū

n
j,k − θnj,k

(∆y)2

24
Dy

+D
y
−ū

n
j,k

)
+
(
θnj,kD

x
0 ū

n
j,k + (1− θnj,k)sxj,k

)
(x− xj) +

(
θnj,kD

y
0 ū

n
j,k + (1− θnj,k)syj,k

)
(y − yk)

+
θnj,k
2
Dx

+D
x
−ū

n
j,k(x− xj)2 + θnj,kD

x
0D

y
0 ū

n
j,k(x− xj)(y − yk) +

θnj,k
2
Dy

+D
y
−ū

n
j,k(y − yk)2,
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where θnj,k, sxj,k and syj,k are given by (B.5) and (B.4), respectively, and the corner values uNE
j,k , uNW

j,k , uSE
j,k and

uSW
j,k are obtained from

p̂nj,k(x, y) =
(
ūnj,k − θ̂nj,k

∆2

48
(Dd+

+ Dd+

− +Dd−

+ Dd−

− )ūnj,k
)

+
∆

2∆x

(
θ̂nj,k(Dd+

0 −Dd−

0 )ūnj,k + (1− θ̂nj,k)(ŝ+
j,k − ŝ

−
j,k)
)

(x− xj)

+
∆

2∆y

(
θ̂nj,k(Dd+

0 +Dd−

0 )ūnj,k + (1− θ̂nj,k)(ŝ+
j,k + ŝ−j,k)

)
(y − yk)

+θ̂nj,k
∆2

8(∆x)2

(
Dd+

+ Dd+

− − 2Dd+

0 Dd−

0 +Dd−

+ Dd−

−

)
ūnj,k(x− xj)2

+θ̂nj,k
∆2

4∆x∆y

(
Dd+

+ Dd+

− −Dd−

+ Dd−

−

)
ūnj,k(x− xj)(y − yk) +

+θ̂nj,k
∆2

8(∆y)2

(
Dd+

+ Dd+

− + 2Dd+

0 Dd−

0 +Dd−

+ Dd−

−

)
ūnj,k(y − yk)2,

with θ̂nj,k, ŝ+
j,k and ŝ−j,k, given by (B.10), (B.8) and (B.9), respectively.
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