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Abstract

Convection-diffusion equations model a variety of physical phenomena. Computing
solutions of these equations is an important and challenging problem, especially in the
convection dominated case, in which viscous layers are so thin that one is forced to use un-
derresolved methods that may be unstable. If an insufficient amount of physical diffusion
is compensated by an excessive numerical viscosity, the underresolved method is typically
stable, but the resolution may be severely affected. At the same time, the use of dispersive
schemes may cause spurious oscillations that may, in turn, trigger numerical instabilities.
In this paper, we review a special operator splitting technique that may help to overcome
these difficulties by numerically preserving a delicate balance between the convection and
diffusion terms, which is absolutely necessary when an underresolved method is used. We
illustrate the performance of the splitting-based methods on a number of numerical exam-
ples including the polymer system arising in modeling of the flooding processes in enhanced
oil recovery, systems modeling the propagation of a passive pollutant in shallow water, and
the incompressible Navier-Stokes equations.

1 Introduction

This paper is focused on numerical methods for (systems of) convection-diffusion equations that
arise in a variety of applications and represent mathematical models for a number of (physical)
processes in fluid mechanics, astrophysics, meteorology, multiphase flow in oil reservoirs, polymer
flow, financial modeling, and many other areas.

We consider the initial value problem (IVP)

q: + Vi -f(q) = DAq,  q(x,0) = qo(x), (1.1)

where, q(x,t) = (¢1(x,1), ..., q(x, t))T is an unknown [-vector, f is a nonlinear convection flux,
and D = diag(eq,...,g) is a constant diagonal matrix with positive entries. In the general
multidimensional case, q is a vector function of a time variable ¢ and d-dimensional spatial
variable x = (z1,...,74) with corresponding fluxes f = (f1,..., f¢). We also consider a closely
related viscous Hamilton-Jacobi (HJ) equation

Ot + H(@ayy - 0,) = A, (1.2)
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where ¢(x, t) is an unknown function, H is a nonlinear Hamiltonian, and ¢ is a positive constant.

It is well-known that the considered models are parabolic and thus they admit global smooth
solutions even for discontinuous initial data. This makes it easy to design stable and convergent
numerical methods for (1.1). Their resolution, however, will depend on the size of the diffusion
coefficients as illustrated in the following simple example, in which we consider the scalar one-
dimensional (1-D) version of (1.1):

@+ f(@)z = €dua- (1.3)

A standard second-order central difference discretization of the spatial derivatives in (1.3) results
in the following semi-discrete finite-difference (FD) scheme:
dg; _ @) = fg5=1) | 1 — 205 + g1 (1.4)
dt 2Ax (Ax)?

Here, Ax is the size of the spatial grid, which is, for simplicity, assumed to be uniform, and
¢; = ¢;(t) is the semi-discrete approximation of ¢(z;,t) at the grid point z;. When Az is small
the ODE system (1.4) is stiff and thus should be integrated by a stable and sufficiently accurate
ODE solver (see, e.g., [3,23,26]).

Even though the resulting fully-discrete method is stable and convergent as Ax — 0, its
performance on a fixed grid heavily depends on the ratio between Ax and . This can be clearly
seen in Figure 1.1, where we plot the solutions of (1.3) with e = 2.5-107! and 5- 1073, computed
by the FD scheme (1.4) on a coarse (Az = 4-107?) and a fine (Az = 1.25-107?) uniform grids.
As one can observe, the coarse grid solution is acceptable in the case of the larger ¢ = 2.5 107!
only. This is due to the fact that the width of the viscous shock layer is proportional to £ and
therefore, the layer cannot be resolved when Az > e. In order to obtain a highly resolved
numerical solution in the case of the smaller e = 5- 1073, one has to significantly refine the grid
(see Figure 1.1(c)).

(a) €=2.510 %, Ax=41072 (b) €=5010"3, Ax=410"2 (c) €=5M103, Ax=1.2510"3

Figure 1.1: Steady-state solutions of (1.3) with f(¢)=¢*/2 and e=5-10"'(a) and e=5-10"3 (b,c)
computed on coarse (a,b) and fine (c) grids. The solid line represents the initial data ¢(z,0)=tanh z.

This simple example demonstrates that the convection dominated regime (¢ < 1) is the most
challenging one from a numerical perspective since utilizing the grid refinement strategy for small
€ may be computationally unaffordable, especially in the multidimensional case. In practice, one
is forced to use underresolved methods (with Az > ¢) and therefore may want to ignore the
right-hand side (RHS) of (1.1) by taking ¢; = 0 Vi, and applying a shock-capturing method to the
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resulting hyperbolic system, see, e.g., [17,20,30, 38,39]. This, however, may produce unphysical
shocks and boundary layers solely determined by numerical diffusion.

One way to overcome this difficulty is to use an operator splitting method, which can be
briefly described as follows. Consider the system (1.1) and denote by Sy the ezact solution
operator associated with the corresponding hyperbolic system:

and by Sp the ezact solution operator associated with the (linear) parabolic system
q: = DAq. (1.6)

Let us assume that the solution of the original convection-diffusion system (1.1) is available at
time ¢. We then introduce a (small) time step At and evolve the solution of (1.1) from ¢ to ¢+ At
in two substeps. First, the hyperbolic system (1.5) is solved on the time interval (¢,¢ + At]:

q'(x) = Su(At)q(x, 1), (1.7)

and then the parabolic solution operator is applied to q*, which results in the following approx-
imate solution at time ¢ + At:

alx, t + At) = Sp(At)g* (x) = Sp(AD)SH(Aq(x,b). (L8)

In general, if all solutions involved in the two-step splitting algorithm (1.7)—(1.8) are smooth,
the operator splitting method is first-order accurate (see, e.g., [41,42,51]).

Higher-order operator splitting algorithms can be derived by considering additional substeps.
For instance, one time step of the second-order Strang splitting method [41,42, 51] consists of
three substeps:

ax. b+ At) = Sp(At)2)Sp(A)Sy(A/2)q(x, ). (1.9)

All splitting algorithms, presented in this paper, are based on the Strang splitting algorithm
(1.9). We also refer the reader to [56], where similar splitting methods were derived by simply
choosing certain longer time increment sequences, while again alternating Sy and Sp. The time
increments of methods of orders 4, 6 and 8 can be found, for example, in [37]. Although they
are, in general, not unique, it can be shown that splitting methods of orders higher than two will
require some negative time increments [52], which may cause numerical instability when time
irreversible (dissipative) systems are solved.

In practice, the exact solution operators Sy and Sp are to be replaced by their numerical
approximations. Note that the hyperbolic, (1.5), and the parabolic, (1.6), subproblems, which
are of different nature, can be solved by different numerical methods — this is one of the main
advantages of the operator splitting technique.

Hyperbolic Solvers. The choice of a discrete hyperbolic solution operator is typically motivated
by the properties of the flux function in (1.5) or the Hamiltonian in (1.2). If f(q) is nonlinear, then
(1.5) is a hyperbolic system of conservation laws, whose solutions are generically discontinuous. In
this case, the system (1.5) should be solved by a shock-capturing scheme, see, e.g., [17,20,30,38].
If H is nonlinear, the corresponding inviscid HJ equation should be solved by an appropriate
high-resolution method, see e.g., [7,8,27,32,45,46,49,55]. If £ (H) is linear, then the shock-
capturing techniques may be overly diffusive, so that one may prefer to use either a spectral (see,
e.g, [21,25,50]) method, a particle method (see, e.g, [16,18,47]), or the method of characteristics.
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Parabolic Solvers. Using the method of lines, the parabolic subproblem (1.6) can be reduced to
a system of ODEs, which can be efficiently and accurately integrated by an appropriate implicit
(see, e.g., [3,23]), large stability domains explicit [1,2,26,43], or implicit-explicit (see, e.g., [3,4])
ODE solver. As an alternative, (1.6) may be solved exactly using the heat kernel solution formula,
as proposed in [11,13,14], or using a pseudo-spectral method. In the latter cases, there is no
stability restriction on the size of the “parabolic” substep, which is the key point in designing
an efficient explicit method.

In this paper, we provide a detailed description of three different versions of a fast explicit
operator splitting method:

o Version I (see §2): FV-GF method, which is based on the finite-volume (FV) hyperbolic
solver and the exact parabolic solver implemented by discretizing the convolution with the
Green function formula for the exact solution of the heat equation;

o Version II (see §3): MC-GF method, in which the hyperbolic solver is the method of
characteristics (MC) while the parabolic solver is the same as in the FV-GF method;

o Version III (see §4): FD-PS method, which is based on a high-order FD scheme and the
exact parabolic solver implemented in the pseudo-spectral manner.

We note that the FV-GF and the MC-GF methods have been recently proposed in [13, 14]
and [11], respectively, while the FD-PS method is new.

Depending on the convection-diffusion model at hand, one of the above versions may be
particularly advantageous. In §2, we consider the system (1.1) with a nonlinear flux function f,
for which the FV-GF method seems to be a natural choice since its hyperbolic solver is designed
to treat (systems of) hyperbolic conservation laws. Our particular choice of the FV method
is the second-order Godunov-type central-upwind schemes [31,32,35]. In §2.2, the resulting
method is applied to the Burgers equation and to a polymer system modeling flooding processes
in enhanced oil recovery, 28,48, 54].

The MC-GF method, on the other hand, seems to be optimal when the hyperbolic problem
is linear and thus can be easily solved by the method of characteristics, which is diffusion-free.
The latter guarantees that the only diffusion present in the splitting method is the physical
one because it comes from the parabolic part. In §3.1, the MC-GF method is applied to a
linear convection-diffusion equation as well as to a model describing the propagation of a passive
pollutant in shallow water.

Finally, the FD-PS method seems to be preferable in the case of a viscous HJ equation
with periodic boundary conditions, in which one may take advantage of the FFT algorithm to
significantly speed up the implementation of the exact parabolic solver. In §4, we apply the
FD-PS method to the vorticity formulation of the two-dimensional (2-D) incompressible Navier-
Stokes (NS) equations written in the transport form and thus can be viewed as a HJ equation
with a global Hamiltonian. Our particular choice for the hyperbolic solver is a fourth-order
FD scheme based on the central-upwind numerical Hamiltonian from [32] and the fifth-order
Weighted Power-ENO reconstruction [10,49].
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2 The FV-GF Method

In this section, we describe the first version of the fast explicit operator splitting method —
the FV-GF method — in which we combine a FV hyperbolic solver and a Green function based
parabolic solver (this is the original fast explicit operator splitting method proposed in [13,14]).
For simplicity, we present only its one-dimensional (1-D) version. The 2-D version can be found
in [13].

The FV-GF method is based on the Strang operator splitting (1.9) applied to the system (1.1).
The “hyperbolic” substep is carried out using a Godunov-type FV scheme, in which a piecewise
polynomial interpolant is first reconstructed from cell averages (computed at the previous time
step), and then evolved to the next time level according to the integral form of the hyperbolic
system (1.5). More precisely, the projection-evolution Godunov-type approach may be described
as follows.

Assume that we have computed the cell averages of the solution over a uniform grid (the
extension to nonuniform Cartesian grids is pretty straightforward) at some time level ¢:

_ _ 1
Cb(t) ~ q(xbt) = E /q(ZL’,t) dZL', Ij = (xj—%uxj-i-%)‘
1

We then reconstruct a piecewise polynomial interpolant for each component of the vector q =
(q1,...,q)". The (formal) order of accuracy of these reconstructions usually determines the
(formal) spatial order of the resulting FV scheme. In this paper, we will focus on second-order
schemes that require conservative piecewise linear reconstructions of the following form:

d(z;t) =q;(t) + qj(z — ;) for z €I, (2.1)

where the slopes q;- have to be (at least) first-order component-wise approximations of the partial
derivatives q,(x;,t). In order to ensure a non-oscillatory behavior of the reconstruction, which is
a necessary condition for the overall scheme to be non-oscillatory, the slopes should be computed
with the help of a nonlinear limiter. In the reported numerical experiments, we have used the
one-parameter family of minmod limiters (see, e.g., [40,44,53]), applied in a component-wise
manner:

q]'+1(t> - q]' (t) q]'+1(t> - q]’—l@)
Ax ’ 2Ax

.0 (2.2)

q: = minmod (0 q;(t) — qj—l(t))
] )

Az

where 6 € [1,2], and the multivariate minmod function is defined by

min;{z;}, if z;, >0 Vj,
minmod(zy, 2, ...) := ¢ max;{z;}, if z; <0 Vj,
0, otherwise.
Notice that larger 6’s correspond to less dissipative but, in general, more oscillatory limiters.

The solution at the new time level ¢t + Atyyp is then obtained by evolving the piecewise
linear interpolant (2.1) in time according to the integral form of the system (1.5), obtained by
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integrating it over the control volume I; X [t,t + Atgyp]:

(ot + Mtve) =dot) - - [ {flaGe, ) - fale,  )}an @3

t

This may be done using any F'V evolution approach. In this paper, we have used the semi-discrete
central-upwind scheme from [32], see also [31,35]. We note, however, that the “hyperbolic”
substep of the FV-GF method is not tied up to a specific choice of a FV scheme and can be
implemented with any Godunov-type method.

Remark 2.1 Note that due to the CFL condition, Atgyp may be smaller than At/2, where
At is the size of the splitting step. In this case, the approximate “hyperbolic” substep of the
splitting algorithm would consist of several smaller “FV subsubsteps” of size Atgyp. This is a
typical situation, for example, in applications to polymer flows (see §2.2), where one is interested
in developing a reliable operator splitting method that is capable to produce a high quality
approximate solution with a small number of splitting steps, that is, while keeping At relatively
large (see, e.g., [29] and the references therein). [ |

Once the solution of the first “hyperbolic” substep in (1.9) is performed, the intermediate
cell averages

o
T~ 5 / Si(At/2)q(x, 1) da
I

become available, and we reconstruct another piecewise linear interpolant q*(x) following (2.1)—
(2.2). This piecewise linear function is then used as an initial condition for the parabolic IVP:

which is now, according to the Strang splitting algorithm (1.9), to be solved on the time interval
(t,t + At).

Note that since D is a diagonal matrix, the parabolic system in (2.4) is actually a set of [
uncoupled heat equations for each component of q:

(Qi)t = Ei(Qi)zw Qi(xa t) = a;k(x)v 1=1,..., l. (25)

.JFrom now on, we will simplify our notation by using ¢ instead of any of the ¢;’s and ¢ instead
of any of the g;’s.

Next, we recall that in the 1-D case, the exact solution of (2.5) at time ¢+ At may be expressed
in the following integral form:

7 (2) = gt + A) = / Gl — & eADGH€) de, (2.6)

where G is the heat kernel:

G(x,t) = \/_e_ﬁ. (2.7)
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Notice that for small eAt the expression G(x — &, eAt) is almost singular at x ~ £ and hence
formula (2.6) may be impractical. Therefore we use the fact that

/G(a: — & eAt)dE =1
R
and rewrite (2.6) in the equivalent symmetric form:
q" () = ¢ (z) +/G(£B — & eAt) (¢°(€) — () dE. (2.8)
R

This allows one to remove the singularity from the original formula and at the same time to
preserve the conservation of ¢, that is, to ensure that the equality

/ ¢ () dz = / (@) da

is satisfied on the discrete level as well.
Since for the next “hyperbolic” substep only the cell averages of ¢**(z) are needed, we average
(2.8) over the corresponding computational cells to obtain:

o= T, [ | [ G- eeb0@E© - T d
- G5 Y [ [ G- ea@© - T @) ded. (2.9)

Next, the integrals on the RHS of (2.9) are discretized using the midpoint quadrature, that is,

T =7+ Az Gz — 2, eAt)(q) — ) (2.10)

1€Z

Remark 2.2 In practice, the computational domain is finite and the infinite sum on the RHS
of (2.10) reduces to the sum over all computational cells (we obviously need to assume that the
solution decreases exponentially fast near the artificially imposed boundaries). [

Remark 2.3 The midpoint quadrature (2.10) is conservative:

Zq;*:z:g;w-AxZG( — 13, eA)(q; — ;) qu,

JEZ JEZ JAEL JEZ

since G(%(x; — x;),eAt) = G(x; — x;,eAt) due to the symmetry of the heat kernel (2.7). We
also note that one may use a higher-order quadrature for discretizing the integrals in (2.9), which
will be conservative as long as the quadrature is symmetric. [
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The third and last substep of the FV-GF method is again “hyperbolic”. We start with the
cell averages q;*, computed at the “parabolic” substep, reconstruct a piecewise linear interpolant
q (following (2.1)-(2.2)), and then evolve it using the same FV scheme (2.3) as in the first
“hyperbolic” substep to obtain the cell averages of the solution of (1.1) at the new time level
t+ A,

1 N
Gt +Af / Sp(At/2)d(x) dx.
I;
This completes the description of one time step of the FV-GF method.

2.1 Convergence Results — An Overview

The convergence rate of the FV-GF method has been extensively studied in [13]. Here, we briefly
summarize the 1-D error analysis presented in [13, §2.1].

At each splitting step (t — t + At), the L>-error of the studied method, E(At), is a sum of
three errors: the operator splitting error Es(At), the error Ey(At) of the “hyperbolic” substep
and the error Ep(At) of the “parabolic” substep. The latter error is the quadrature error, whose
bounds are established in the following theorem (notice that the resulting bounds depend on the
smoothness of the solution).

Theorem 2.1 Let ¢* be a (formally) second-order piecewise linear approzimation of the piecewise
smooth function q*,
7 (r) =q; + ¢;(x — ;) for z €I

where q; is a computed cell average of q* over the interval I; and q; is (at least) a first-order
approzimation of qj(x;). Assume that |g*(x)| < C for all x € R and |q}| < C(Axz)~" for all j.
Then the error Ep(At) of the “parabolic” substep in the FV-GF method can be bounded by

Ax Ax
Ep(At) < C ,  provided <1, 2.11
ran<o( ) v VAl (21
where C' is an absolute constant that is independent of At, Az, and € := max(ey,...,&).

If, in addition, we assume that q* is smooth, in particular, ¢* € C*(R) and |¢ ()| < C for
all x € R, then a sharper bound can be obtained:
(Az)*
(eAt)?

+ 03(5(2%, (2.12)

Ep(At) < C1(Ax)? + Oy

where C,C1, Cy, and Cs are absolute constants that are independent of At, Az, and e.

The splitting, Es(At), and the “hyperbolic”, E3/(At), errors are hard (if not impossible) to
estimate in the case of a nonlinear flux f since then the solution of the hyperbolic subproblem may
develop discontinuities. However, if the flux function is linear and the initial data are smooth,
the solutions of both (1.5) and (1.6) preserve their initial smoothness, and Es(At) and Ey(At)
can be bounded at each time step as follows:

Es(At) < C(eAt)?,  Ey(At) < CAH(Az)?. (2.13)
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The latter estimate is obtained assuming that the hyperbolic subproblem has been numerically
solved using a convergent, uniformly second-order method.

Now, adding the three components of the error, given by (2.12) and (2.13), at each time step
and taking into account that the total number of splitting steps is proportional to 1/At, one ends
up with the following estimate for the global L*-error in the case of a linear flux and smooth
initial data:

(Az)?  (Az)! (Az)!
At AEAD? T DAL

E(At) < C |(AY)? + (Az)? + (2.14)
Notice that the presence of the €* factor in the first term on the RHS of (2.14), ensures that even
when the size of the splitting step At is large, the overall error may be small in the convection-
dominated case, that is, when ¢ is small. This allows one to achieve a very high resolution with
only few splitting steps and thus to increase the efficiency of the operator splitting method.

Remark 2.4 We would like to emphasize that errors in (2.11), (2.12), and (2.14) are proportional
to (At)® with o < 0. Therefore, the size of splitting steps should not be taken too small as we
illustrate in Example 2.2 (see Tables 2.1-2.3). [

2.2 Numerical Examples

In this section, we demonstrate the performance of the FV-GF method on a number of test
problems. In all the examples, the “hyperbolic” substep was performed using the second-order
central-upwind scheme from [32].

Example 2.1 — Burgers’ Equation
We apply the FV-GF method to the IVP

2
q + <%) = € Qra, q(z,0) = —tanhzx (2.15)
with € = 0.005 (notice that this is the same IVP, which has been considered in the introduction).
The computational domain is [—4, 4], and the final time is t = 4, by which the solution practically
converges to the steady state. The hyperbolic solver employs the minmod limiter (2.2) with § = 2.
The computed solutions of (2.15) together with the exact one, given by the Hopf formula,

o0 A(z,€,t)
f_oo(x—g)e_T d¢ I
" wen=
f_oo te "2 d€ 57

q(x>t> =

3
+ /q(mO) dn,

0

are shown in Figures 2.1-2.3. In Figure 2.1, we show the results obtained on a coarse grid with
Axr =4-1072 > ¢ = 5-1073. First, we compute the solution using the FV-GF method with
2 splitting steps only, which corresponds to a very large splitting stepsize At = 2, see Figure
2.1(a). We then apply the FV-GF method with 128 splitting steps (that is, we take a much
smaller splitting stepsize At = 3.125 - 1072) and obtain a very similar result plotted in Figure
2.1(b). As one can observe, the quality of the underresolved results are very high, independently
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of the number of splitting steps (compare with the FD solution in Figure 1.1(b)). Obviously, the
shock layer cannot be resolved on such a coarse grid. We therefore refine the grid to Az = 0.01,
which leads to a better resolution of the shock layer. The results obtained with 16, 32, 64, and
128 splitting steps are shown in Figures 2.2(a), (b), (¢), and (d), respectively. As one can clearly
see there, the quality of the computed solution now depends on the number of splitting steps.
However, in this calculation Az is still larger than €, so one still cannot fully resolve the shock
layer yet. We then further refine the grid and take Az = 1.25- 1072 < & = 51073 (the same
fine grid has been used to compute the FD solution shown in Figure 1.1(c)). The dependence
of the quality of the obtained results on the number of splitting steps is even more pronounced
now, as one can see in Figure 2.3. We stress that the shock layer can be fully resolved with 128

splitting steps, which corresponds to At = 3.125- 1072 > Az = 1.25- 1073, This demonstrates
a high efficiency of the FV-GF method.

(a) 2 splitting steps (b) 128 splitting steps
1 ‘ ] 1 .
) \
0.5¢ \ 1 0.5} \
\ |
0 | 0 |
| |
‘ |
-0.5¢ “ ] -0.5f \‘
-1 h -1r B
-0.5 0 0.5 -0.5 0 0.5

Figure 2.1: Numerical solutions of (2.15) computed with Az = 4 - 1072 and different numbers of
splitting steps vs. the exact solution (solid line).

Example 2.2 — Polymer System

In this section, we apply the FV-GF method to a 1-D model describing flow in porous media.
We numerically solve the system of convection-diffusion equations

{ S¢ + (8, ¢)z = € Spa,

R i A (2.16)

subject to the initial data

(0.75,0.8), z < 0.25,

2.17
(0.839619,0.4), x> 0.25. (217)

(s,¢)(z,0) = {

Here, s is the water saturation, c is the polymer concentration in the water, € = 0.005 is a small
scaling parameter, and

)= Freroma—se M4 =
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(a) 16 splitting steps (b) 32 splitting steps

Figure 2.2: Numerical solutions of (2.15) computed with Az = 1072 and different numbers of
splitting steps vs. the exact solution (solid line).

are the fractional flow and absorption functions, respectively.

This system models polymer flooding processes in enhanced oil recovery (see [28,48,54] and
references therein). The initial data, taken form [29] and [24], corresponds to a Riemann problem
whose solution in the inviscid case contains a compressive shock, in which both the s- and the
c-characteristics go into the shock and contribute to its self-sharpening. If this Riemann problem
is slightly perturbed, the solution changes from a single shock to a composition of waves moving
with almost the same speed (see, e.g., [29]). There are two possible results of the perturbation:
either a monotone or a nonmonotone solution. In the viscous case, the problem will be perturbed
instantly, which results in a truly nonlinear phenomenon: monotone initial data evolve into
nonmonotone solutions.

We compare the numerical solution computed by the FV-GF method with a reference solution
obtained without any operator splitting by combining the second-order central-upwind scheme
with the explicit second-order central difference approximation for the diffusion term in (2.16).
In all calculations, we take the value of the minmod (see (2.2)) parameter § = 1, since the flux
here is nonconvex and, as it has been demonstrated in [34], the use of a compressive minmod
limiter with 8 > 1 may lead to a convergence to a “wrong” solution that does not satisfy the
entropy condition for all entropies. Obviously, this will not be a problem when ¢ is large, but
we are focusing on the convection-dominated regime, in which a large error at the “hyperbolic”
substep cannot be “fixed” by a small diffusion acting at the “parabolic” substep.

In Figure 2.4, we plot the approximate solutions of (2.16)—(2.17) (dotted lines) at time ¢ = 1,
computed by the FV-GF method with two and four splittings steps. We compare the solutions
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(a) 16 splitting steps (b) 32 splitting steps

1 - L
| |
0.5t \ 1 0.5} \‘
\ |
0 | 0 |
\ |
-0.5 “ -0.5 ‘\‘
x\ |

! - 1} e

-0.5 0 0.5 -0.5 0 0.5

(c) 64 splitting steps (d) 128 splitting steps

Lﬁ 1 1—\}‘
N L
0.5¢ } 0.5- i
» |
of \‘ 1 of |
j |
-0.5 | 1 -0.5 %
; 1

-0.5 0 0.5 -0.5 0 0.5

Figure 2.3: Numerical solutions of (2.15) computed with Az = 1.25- 1072 and different numbers of
splitting steps vs. the exact solution (solid line).

computed with 500 uniform grid cells with the corresponding reference solutions computed with
10000 cells. The s-component of the exact (reference) solution has a dip due to the presence of
the diffusion term. As one can observe, this dip is not well-resolved when only 2 or 4 splitting
steps are performed. Therefore, we apply the FV-GF method with 8 and 32 splittings steps and
show the obtained results in Figure 2.5. As one can see there, a very high resolution is achieved.
We would like to point out that the alternative operator splitting methods, described in [29], fail
to resolve the dip in the s-component of the solution (see Figures 10 and 11 in [29]).

Next, we study the convergence rate of the FV-GF method with respect to the number of
splitting steps. We fix the spatial mesh to 1000 uniform cells and gradually increase the number
of splitting steps by powers of two. We then compute relative errors in the L> and L' norms for
each component of the solution according to the following formulae:

_ref _ ref
g = el g, = lla—a"Ih

gl el

where ¢ denotes one of the components of the splitting solution and ¢ denotes the same com-
ponent of the reference solution. Tables 2.1-2.3 show the errors (computed at time ¢ = 1 for
three different grids) and the convergence rates for the s- and c-components of the solution, re-
spectively. These results clearly demonstrate that the convergence rate starts decreasing and the
error saturates when a number of splitting steps gets too large. This outcome is expected since,
as it follows from the error estimates (2.12) and (2.11), the splitting step in the FV-GF method
cannot be taken too small. It is also instructive to observe the convergence rates achieved with



0.84

0.821

0.8f

0.781

0.76f

0.74f

0.72

0.84

0.82f

0.8f

0.781

0.76f

0.74f

0.72

NUMERICAL METHODS FOR CONVECTION-DIFFUSION EQUATIONS

£=510"°, 2 splitting steps

0.5

£=5[10"3, 4 splitting steps

0.5

£=510"°, 2 splitting steps

0.8

0.7¢

0.6¢

0.5¢

0.4¢

0.8

0.7¢

0.6¢

0.5¢

0.4¢

C

0.5

1 15 2

£=5[10"3, 4 splitting steps

c

0.5

13

Figure 2.4: Solution of (2.16)—(2.17) computed by the FV-GF method with 2 and 4 splitting steps
(dotted line). The solid line represents the reference solution.
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Figure 2.5: s-component of the solution of (2.16)—(2.17) computed by the FV-GF method with 8
and 32 splitting steps (dotted line). The solid line represents the reference solution.
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a fixed number of splitting steps (8,16 or 32) and gradually refined mesh (see Tables 2.4-2.6).
As expected, the error rapidly decreases when we begin to refine the mesh (from Az = 1.6-1072
to Az = 2-1073), but then it saturates as the splitting error starts dominating.

Number s-component c-component

of steps | L®-error  Rate | L'-error Rate | L®-error Rate | L'-error Rate

2 1.80e-02 - 4.53e-04 - 1.63e-02 - 1.28e-03 -
4 9.95e-03  0.85 3.77e-04  0.27 1.25e-02  0.38 1.13e-03  0.17
8 7.19e-03  0.47 3.74e-04  0.01 1.16e-02  0.10 1.02e-03  0.16

16 7.02¢-03  0.04 3.55e-04  0.08 1.09¢-02  0.10 9.30e-04 0.13
32 7.31e-03  -0.06 | 3.42e-04 0.05 1.03e-02  0.08 8.86e-04  0.07
64 7.31e-03  0.00 3.35e-04  0.03 1.00e-02  0.03 8.67e-04 0.03
128 7.25e-03  0.01 3.34e-04 0.01 1.00e-02  0.00 8.61e-04 0.01
256 7.25e-03  0.00 3.34e-04  0.00 1.00e-02  0.00 8.61e-04 0.00

Table 2.1: Relative errors and convergence rates with respect to the number of splitting steps,
computed on a uniform grid with Az = 8- 1073,

Number s-component c-component

of steps | L®-error  Rate | Ll-error Rate | L™-error Rate | L'-error  Rate
2 2.38e-02 - 5.51e-04 - 9.18e-03 — 9.16e-04 —

4 1.01e-02 1.24 2.47e-04 1.16 5.98e-03 0.62 7.36e-04  0.32

8 5.19e-03  0.96 1.72e-04  0.52 5.75e-03  0.06 6.49¢-04 0.18

16 4.00e-03  0.38 1.51e-04 0.19 5.70e-03  0.01 6.15e-04  0.08

32 3.82e-03  0.069 1.46e-04  0.05 5.65e-03 0.01 6.09¢-04  0.02

64 4.79e-03  -0.33 2.12e-04 -0.53 5.11e-03 0.14 6.25e-04 -0.04

128 4.76e-03  0.01 2.11e-04 0.01 5.08e-03 0.01 6.25e-05  0.00

256 4.76e-03  0.00 2.10e-04  0.00 5.06e-03  0.00 6.25e-05  0.00

Table 2.2: Relative errors and convergence rates with respect to the number of splitting steps,
computed on a uniform grid with Az =4 -1073.

3 The MC-GF Method

In this section, we provide a detailed description of the 1-D version of the MC-GF method, which
is a recommended fast explicit operator splitting method in the case of a linear hyperbolic part.
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Number s-component c-component
of steps | L®-error Rate | L'-error Rate | L®-error Rate | L'-error  Rate
2 2.56e-02  — 6.15e-04  — 5.56e-03  — 3.50e-04 -
4 7.91e-03 1.71 2.05e-04 1.59 1.89e-03  1.55 1.84e-04  0.93
8 2.28e-03  1.79 7.20e-05 1.51 1.09e-03  0.79 1.12e-04  0.72
16 6.57e-04  1.80 2.86e-05 1.33 | 8.21e-04 0.41 8.33e-05  0.42
32 3.63e-04  0.85 1.85e-05 0.63 | 6.77e-04 0.28 7.33e-05  0.18
64 3.53e-04  0.04 1.73e-05 0.10 | 6.06e-04 0.16 | 6.84e-045 0.10
128 3.52e-04  0.00 1.68e-05  0.05 5.71e-04  0.08 6.59e-05  0.05
256 3.51e-04  0.00 1.65e-05 0.02 5.55e-04 0.04 6.47e-05  0.03

Table 2.3: Relative errors and convergence rates with respect
computed on a uniform grid with Az = 2-1073.

15

to the number of splitting steps,

s-component c-component
Az | L®-error  Rate | L'-error Rate | L®-error Rate | L'-error Rate
0.016| 8.44e-03 - 7.36e-04 - 2.58e-02 - 3.41e-03 —
0.008| 7.19e-03 0.23 3.74e-04  0.98 1.16e-02 1.15 1.02¢-03  1.75
0.004| 5.19¢-03 0.47 1.72e-04 1.12 5.75e-03  1.01 6.49¢-04  0.65
0.002| 2.28¢-03 1.18 7.20e-05 1.26 1.09¢-03  2.39 1.12e-04 2.54
0.001] 2.60e-03 -0.18 6.82e-05 0.08 6.30e-04  0.79 5.50e-05 1.02

Table 2.4: Relative errors and convergence rates computed with 8 splitting steps.

s-component c-component
Az | L®-error Rate | L'-error Rate | L®-error Rate | Ll-error Rate
0.016| 8.63e-03 — 7.40e-04 — 2.52e-02 — 3.30e-03 —
0.008| 7.02¢-03 0.29 3.55e-04 1.06 1.09e-02 1.21 9.30e-04 1.82
0.004| 4.00e-03 0.81 1.51e-04 1.23 5.70e-03  0.93 6.15e-04 0.60
0.002| 6.57e-04 2.61 2.86e-05 2.40 8.21e-04 2.80 8.33e-05 2.88
0.001| 7.30e-04 -0.15 2.16e-05 0.40 3.05e-04 1.43 2.99e-05 148

Table 2.5: Relative errors and convergence rates computed with 16 splitting steps.
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s-component c-component
Az | L®-error Rate | L'-error Rate | L>®-error Rate | L'-error Rate
0.016| &.65e-03 — 7.40e-04 - 2.50e-02 — 3.28¢-03 -

0.008| 7.30e-03 0.24 3.42e-04 1.11 1.03e-02  1.28 8.86e-04 1.89
0.004| 3.82e-03 0.94 1.46e-04 1.22 2.65e-03  0.86 6.09¢-04  0.54
0.002| 3.63e-04 3.39 1.85e-05  2.98 6.77e-04  3.06 7.33e-05  3.05
0.001| 1.84e-04 0.98 7.73e-06  1.26 2.15e-04 1.65 2.11e-05 1.79

Table 2.6: Relative errors and convergence rates computed with 32 splitting steps.

To this end, we consider the following IVP:

G+ u(z,t)ge + K(2,t)q = €que,  q(x,0) = qo(2). (3.1)

The MC-GF method is based on the Strang operator splitting (1.9), in which the hyperbolic
equation ¢; + u(x,t)q, + £(x,t)g = 0 is numerically integrated by the method of characteristics,
while the diffusion equation ¢; = €q,, is solved exactly using the heat kernel solution formula.

We assume that a set of characteristic points, {z;(¢)}, and the corresponding solution point
values, {¢;(t) := q(z;(t),t)}, are available at a certain time level ¢. The first “hyperbolic” substep
of (1.9) is performed by the method of characteristics, that is, by evolving the characteristics
points and the solution point values from time ¢ to time ¢ + At/2 according to the following
system of ODEs:

2 e, SO - 0.000), (3:2)
which should be numerically integrated by an appropriate ODE solver. At the end of this substep,
the solution, denoted by {¢;}, will be realized as a set of point values {¢} := ¢/ (¢t + At/2) =
q(zf, t+ At/2)} at xf := x;(t + At/2). The “diffusion” substep is then carried out by evolving
this intermediate solution ¢* exactly according to (compare with (2.8)):

(2) = ¢*(z) + / Gl — £, eA) (¢°(€) — ¢"(2)) dE, (3.3)

where G(z,t) is the heat kernel given by (2.7). Since after the first “hyperbolic” substep only a
discrete set of values {¢;} is available, we apply the trapezoidal rule to formula (3.3) and end up
with the new set of point values of u at the same locations {z}}:

*k * 1 * * * * * * * * * *
4 =q; + 2 E [G($Z — Tt 5At>((1j+1 —q;) + G(x; — T, 5At>(‘1j —g; )] (xj—i-l - xj)' (3.4)
J

Finally, we perform another “hyperbolic” substep and obtain the new set of characteristic points,
{z;(t + At)}, and the solution values there: {q(z;(t + At),t + At)}.
This completes the description of one time step of the MC-GF method.



NUMERICAL METHODS FOR CONVECTION-DIFFUSION EQUATIONS 17

Remark 3.1 The 2-D generalization of the MC-GF method is rather straightforward. We would
only like to comment here on the 2-D extension of the trapezoidal quadrature (3.4), which can be
performed, for instance, by arranging a nonuniform set of characteristics points {(x},y})} into
the Delaunay triangulation. This determines a continuous piecewise linear approximation of the
integrand in the 2-D analog of (3.3), which, in turn, can be integrated exactly: the integral over
each triangle is equal to the area of the triangle multiplied by the average of the integrand values
at the triangle vertices (see [11]). |

3.1 Numerical Examples

In this section, we demonstrate the performance of the MC-GF method on a number of numerical
examples. We first consider a 1-D scalar convection-diffusion equation with a linear convection
flux. Then, we apply the MC-GF method in the framework of a hybrid Eulerian-Lagrangian
approach to the 1-D and 2-D systems of equations modeling propagation of a passive pollutant
in shallow water.

In all examples below, the ODE system (3.2) was numerically integrated using the third-order
strong stability preserving (SSP) Runge-Kutta solver [22].

Example 3.1 — 1-D Linear Convection-Diffusion Equation

We first consider a simple scalar equation (3.1) with the diffusion parameter ¢ = 2 - 1074, the
coefficients v and k given by

—t, z<t, 1, z<t,
u(zx,t) = v r= and k(x,t) = uz(z,t) = ’ (3.5)
0, x>t 0, =z>t,
and subject to the following initial data:
1, -1<z<1
x,0) = ’ - 3.6
(@ 0) { 0, otherwise. (3:6)

We numerically solve this IVP using the MC-GF method with 400 characteristic points, which
are initially uniformly distributed over the interval [—2, 2]. In Figure 3.1 (left), the result obtained
at time ¢t = 1 with 4 splitting steps is compared with the numerical solution computed using a FV
method applied to the convection-diffusion equation (3.5) in a straightforward manner (without
splitting) over a uniform grid with Az = 1/100. In the latter case, the semi-discrete second-order
central-upwind scheme from [32] was implemented with the large stability domains explicit ODE
solver DUMKAS3 from [43] needed to avoid severe time step restrictions (as we discussed in the
introduction, see page 4). As one can clearly see, the resolution of the moving discontinuity
achieved by the MC-GF method is much sharper. This outcome is expected since the numerical
diffusion present in the FV scheme oversmears the jump. If the mesh size is reduced, then the
numerical diffusion decreases, and the quality of the FV solution with Axz = 1/400 becomes
comparable with the one obtained in the original MC-GF calculation, see Figure 3.1 (right).
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Figure 3.1: Left: Solutions of the IVP (3.1), (3.5)—(3.6) by the MC-GF method ('pluses’) and the
FV method (solid line). Right: Comparison of the same solutions with the FV ones computed on
finer grids with Az = 1/200 (dashed line) and Az = 1/400 (dash-dotted line).

3.1.1 Propagation of Passive Pollutant in Shallow Water

We now consider the transport of a passive pollutant by a flow modeled by the Saint-Venant
system of shallow water equations [19]. In the 1-D case, the system reads:

ht + (hU)x = O,
h2 3.7
(hu); + (hu2 + g—) = —ghB,. (3.7)

2

Here, h and u are the depth and the velocity of the water, ¢ is the gravity constant, and the
function B represents the bottom topography. The propagation of the pollutant is modeled by
the convection-diffusion equation:

T, +uT, =eT,,, (3.8)

where T is the pollutant concentration and ¢ is the viscosity coefficient.

This model assumes that the pollution source has been turned off and equations (3.7) and
(3.8) are coupled only through the velocity u. To numerically solve the system (3.7)—(3.8) and
illustrate the performance of the MC-GF method, we implement a hybrid Eulerian-Lagrangian
strategy, which has been introduced in [11,12,15], that is, we solve (3.7) and (3.8) separately
using two different methods. First, we numerically integrate the Saint-Venant system (3.7)
by a FV method (we have used a semi-discrete second-order well-balanced positivity preserving
central-upwind scheme from [33], but it can be replaced with any favorite FV method). Once the
system (3.7) is solved for h and hu, a global approximation of u at each time level is computed
by dividing a piecewise linear approximation of hu by a piecewise linear approximation of h.
This gives us a velocity coefficient w in (3.8), which thus becomes a linear convection-diffusion
equation, which we solve by the MC-GF method.

In the numerical experiments below, the gravitation constant was taken g = 1 and the
viscosity coefficient ¢ = 107°. In the 2-D example, the Delaunay triangulation, needed for
implementing a 2-D version of the trapezoidal quadrature (3.4), was performed using an algorithm
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based on the open source mesh generation package GeomPack, available at www.geompack.org,
see also www.csit.fsu.edu/~burkardt/f_src/geompack/geompack.html.

We compare the results, computed by our Eulerian-Lagrangian method, with those obtained
by a “purely” Eulerian approach, in which a FV method was applied to both the Saint-Venant
system (3.7) and the convection-diffusion equation (3.8). We have used the second-order central
upwind scheme [32,33], which has been applied to (3.7) and (3.8) separately, as it has been
suggested in [11,12,15] as a way to improve the resolution of contact waves in T, achieved by
the FV technique.

Example 3.2 — Propagation of a 1-D Pollution Spot

We start with the 1-D example considered in [11], in which we assume that the initial water
level and the initial discharge are constant: h(z,0) + B(x) = 1, h(z,0)u(z,0) = 0.1, the bottom
topography is given by

0.25(cos(107(z — 0.5)) + 1, if 0.4 <z < 0.6,
B(z) =

0, otherwise,

and the initially polluted area is [0.4,0.5]:

T(,0) 1, if 04 <z <0.5,
aj’ =
0, otherwise.

The pollution spot propagates to the right, and we numerically track its evolution. The pollutant
concentrations at times t = 0, 2, and 4, computed by the hybrid FV/MC-GF and the “purely”
FV methods, are shown in Figure 3.2 (left), where both Az for the central-upwind scheme
and the distance between the initially uniformly distributed characteristics points is taken to
be 1/200. One can clearly see the superiority of the results obtained by the hybrid FV/MC-
GF method. We then refine the mesh employed by the “purely” FV method and show the
obtained solutions in Figure 3.2 (right). One can observe that the resolution achieved by the
hybrid method with Az = 1/200 is comparable with the one by the “purely” FV method with
Az = 1/1600. The difference becomes even more prominent in the 2-D case, considered in the
next numerical example.

Example 3.3 — Propagation of a 2-D Pollution Spot

In this example, taken from [11], the initially polluted spot is transported with the flow over the
exponentially shaped bump B(z,y) = 0.25exp(—102% — 5y?). The 2-D version of the system
(3.7)—(3.8) is solved subject to the initial conditions:

h(z,y,0) + B(z,y) =1, h(z,y,0)u(z,y,0) = (0.2,0.05)T,

where h is, as before, the water depth, and u is the velocity vector. The initial concentration of
the pollutant is:
1, —0.75 <x < —-0.25 —0.25 <y <0.25,

0, otherwise.

T(x,y>0)={
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Figure 3.2: Propagation of the 1-D pollution spot by the hybrid FV/MC-GF method ('pluses’) and
the “purely” FV method (solid line) at different times (left figure). In the right figure: comparison
of the same hybrid FV/MC-GF solution with the “purely” FV ones computed on finer grids with
Az = 1/400 (dashed line) and Az = 1/1600 (solid line).

In Figure 3.3, we show a contour plot of the pollutant concentration T at time t = 4,
computed by the hybrid FV/MC-GF method (left) on a uniform grid with Az = Ay = 1/50 and
the corresponding initial uniform distribution of the characteristic points and the “purely” FV
method with Az = Ay = 1/200 (right). The dashed line represents the boundary of the initially
polluted domain. Like in the 1-D example, one can clearly observe a much better resolution
achieved by the hybrid FV/MC-GF method even though the “purely” FV method was applied
on a much finer grid.

0.6 ‘ ‘ ‘ 0.6
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Figure 3.3: Propagation of the 2-D pollution spot by the hybrid FV/MC-GF method (left) and the
“purely” FV method (right). The dashed line represents the boundary of the initially polluted domain.

4 The FD-PS Method

In this section, we present the third version of the fast explicit operator splitting method —
the FD-PS method, which seems to be an optimal splitting method in the case of a viscous HJ
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equation with periodic boundary conditions.
Without loss of generality, we consider the 2-D version of equation (1.2),

o1 + H(ps, py) = €Ay, €>0, (4.1)

with the 2m-periodic boundary conditions in both directions. The FD-PS method is based on
the FD hyperbolic and the pseudo-spectral parabolic solvers implemented in the Strang splitting
manner (1.9).

The “hyperbolic” substeps consist of numerical solution of the inviscid HJ equation

o1 + H(ps, py) = 0. (4.2)

This can be done using any numerical method. In particular, in this paper we have implemented
the semi-discrete central-upwind FD scheme from [32] (see also [7,9,10,36]), according to which
the point values {¢;x(t) = ¢(z;,yx, t)} are evolved in time by numerically solving the following
system of time-dependent ODEs:

d s alf) = a; b H ok, o) —ag b H(ed, op) — agb H(er, of) + a0 Her, ;)
—in(t) = — ! -
™ (0 — a0 (0 = by,)
at.ar bt b
3.k75,k ( + - 3,k 4,k + _
azk ik b;:k - bj,k Y Y

Here, p; ~ ¢, (x;+0, yx, t) and gpgf ~ (25, yp,£0,t) are approximations of the one-sided partial

derivatives of ¢ at the grid point (z;, yx), and aji’k, b;.%k are one-sided local speeds of propagation,

which, in the case of a convex Hamiltonian, can be estimated as follows:

a;:k = mEX{Hl(wit’@;:)}+a aj_,k = Hl&n{Hl(gOi:,(p;:)}_,
b;fk = max {Hﬂgpf, cp;—L)}Jr , by = min {Hﬂgpf, cp;—L)}_ , (4.4)

where H; denotes the partial derivative of the Hamiltonian H with respect to its ith arguments
(1=1,2), and (-); := max(-,0) and (-)_ := min(-,0).

In order to prevent spurious oscillations, the one-sided numerical derivatives o= and gO;t are
to be computed using a nonlinear limiter. In the numerical example reported below, we have
used the fifth-order Weighted Power-ENO reconstruction [10,49]. Our particular choice of the
ODE solver is the third-order SSP Runge-Kutta solver from [22].

Remark 4.1 The proposed FD-PS method is not tied to the central-upwind scheme (4.3)—(4.4)
and can be used with any hyperbolic solver. A number of reliable high-order schemes for the
inviscid HJ equation (4.2) can be found in [8,27,45,46,49,55]. [ |

The “parabolic” substep consists of numerical solution of the linear heat equation

or =elAp, €>0, (4.5)

on the square domain with the (2, 27)-periodic boundary conditions. In this case, equation
(4.5) can be exponentially accurately and efficiently solved using the pseudo-spectral method.
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To do so, we first use the FFT algorithm to compute the discrete Fourier coefficients ©,,,(t) from
the available point values ¢; (t) and approximate the solution at time ¢ by

P, y,t) = Y P (1)), (4.6)

We then plug (4.6) into (4.5) and obtain simple linear ODEs for the discrete Fourier coefficients:

d . ~
Egpmn(t) = _g(m2 + n2)90mn(t>7

which can be easily solved exactly so that
Cp\mn(t + At) — @mn(t>€_6At(m2+n2)'

We then use the inverse FFT algorithm to obtain the point values of the solution at the new
time level, {y; x(t + At)}, out of the set of the discrete Fourier coefficients, {@,,,(t + At)}.

Remark 4.2 As in the previously presented (see §2 and §3) versions of the fast explicit operator
splitting method, the pseudo-spectral parabolic solver of the FD-PS method can be used with
an arbitrarily large splitting time step At. Therefore, in the convection-dominated regime, that
is, when ¢ is very small, a highly accurate numerical solution of the viscous HJ equation (4.1)
can be obtained with only few splitting steps. |

At the end of this section, we test the proposed FD-PS method on the following numerical
example.

Example 4.1 — 2-D Incompressible Navier-Stokes Equation
We consider the incompressible NS equation

w + (u-V)u+ Vp =cAu, (4.7)

where p denotes the pressure and u = (u,v)? is the divergence-free velocity field, satisfying
uy + v, = 0. It it well-known that in the 2-D case, the NS equation (4.7) admits an equivalent
vorticity formulation, which can be written in the transport form:

Wi + uw, + vwy, = cAw, (4.8)
where w is the vorticity, w := v, —u,. Equation (4.8) can be viewed as a 2-D viscous HJ equation
wi + H(wy, wy) = eAw, (4.9)

with a global Hamiltonian H(w,,w,) = uw, + vw,,.
We apply the FD-PS method to the vorticity equation (4.9). Choosing the one-sided local
speeds, afk, and b;fk, as

a;fk = () s, b;fk = (Vj )4, (4.10)
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we obtain the following simpler form of the central-upwind scheme (4.3)—(4.4):

iwj () = _aj_’kbj_,k(umw; +—:)j7ku};__) — ajkb;fk(_uj,kw; + v rw; )
dt (aj,k - aj,k)(bj,k - bj,k)
af by (e +vjawy) — afy bl (ugwy + viewy)
+ - S , (4.11)
(aj,k - aj,k)( ik j,k)

where the one-sided numerical derivatives wi ~ wy(z; 0, Y, t) and wi ~ we(z;, yr £ 0,t). We
compute theses derivatives using the fifth-order Weighted Power-ENO reconstruction [10,49].
Since the Hamiltonian is global, the implementation of the scheme (4.10)—(4.11) requires the
velocities {u;, vj,} to be recovered from the known values of the vorticity {w;} at each time
level. This can be done with the help of the stream function v, such that u = ¢, v = —1,, and
Ay = —w. To solve this Poisson equation, we use the FFT based pseudo-spectral method, and

then compute the velocities via the fourth-order finite differences of the stream function:

—Vjk+2 + 8V k1 — 8Yjk—1 + k2 — Yir2k — 8Yjp1k + 81 — Pj—2k
12Ay ’ ok 12Ax '

Ujk =

We apply the resulting method to the double shear-layer model problem, proposed in [5], see
also [6,32]. The initial data are

tanh(%(y—ﬂ/Z)), y <,
u(z,y,0) = v(z,y,0) =9 -sinz.
tanh(2(37/2 —y)), y >,

1

p
We take p = /15, 6 = 5- 1072, the viscosity coefficient € = 5- 1074, the final time ¢ = 10, and
the number of splitting steps 10.

The vorticities, computed with the FD-PS method on the 64 x64 and 128 x 128 grids are shown
in Figure 4.1 (a)—(b). These results are compared with the unsplit results, obtained using the
same FD scheme for the convection part and the fourth-order central difference approximation of
the Laplace operator, see Figure 4.1 (¢)—(d), and with the numerical solution of the incompressible
Euler equations, see Figure 4.1 (e)—(f). As one may observe, the FD-PS method achieves a super
resolution without producing any spurious oscillations typically appearing near the stagnation
point in the inviscid calculations, see Figure 4.1 (e)—(f). We then perform the same computations
on the finer 256 x 256 and 512 x 512 grids. The obtained results are presented in Figure 4.2.
Once again, we see that the FD-PS method has a sufficient amount of (physical) viscosity to
suppress stagnation point oscillations, even though the size of the splitting step remains very
large (At =1).

5 Conclusion
In this paper, we have provided a review of fast explicit operator splitting methods for convection-

diffusion equations and related problems. The methods we have presented are based on Strang
operator splitting. The main advantage of the discussed methods is their efficiency, achieved by
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Figure 4.1: The vorticities computed by the FD-PS, (a,b), and the unsplit FD, (c,d), methods on
the 64 x 64, (a,c), and 128 x 128, (b,d), grids. The corresponding inviscid solution is shown in (e)
and (f).
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Figure 4.2: The vorticities computed by the FD-PS, (a,b), and the unsplit FD, (c,d), methods on
the 256 x 256, (a,c), and 512 x 512, (b,d), grids. The corresponding inviscid solution is shown in (e)
and (f).
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the implementation of the exact parabolic solver, and a high resolution, achieved by a careful
selection of the hyperbolic solvers that provide the best results for each problem at hand.

We have described three versions of the fast explicit operator splitting method, two of which
(the FV-GF and the MC-GF ones) have been already introduced in [13,14] and [11], respectively,
while the third one, the FD-PS method, is new. In every concrete situation, the selection of a
particular version of the fast explicit operator splitting method is based on the nature of the
corresponding “pure” hyperbolic problem. When the hyperbolic problem is a nonlinear system
of conservation laws, then a finite-volume scheme, used in the FV-GF method, is the the best
shock-capturing option. When the “pure” hyperbolic problem is a linear transport equation, then
a nondiffusive method of characteristics, implemented in the MC-GF version of the fast explicit
operator splitting method, seems to give the best resolution. Finally, if the incompressible Navier-
Stokes equation is being numerically solved, then a high-order finite-difference scheme, used in
the FD-PS method, seems to be preferable.

A superb performance of each of the three versions of the fast explicit operator splitting
method has been demonstrated on a number of 1-D and 2-D numerical examples.

Acknowledgment: A. Chertock was supported in part by the NSF Grants DMS-0410023 and
DMS-0712898. A. Kurganov was supported in part by the NSF Grant DMS-0610430.
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