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ABSTRACT. We propose a PDE chemotaxis model, which can be viewed as
a regularization of the Patlak-Keller-Segel (PKS) system. Our modification is
based on a fundamental physical property of the chemotactic flux function—its
boundedness. This means that the cell velocity is proportional to the magni-
tude of the chemoattractant gradient only when the latter is small, while when
the chemoattractant gradient tends to infinity the cell velocity saturates. Un-
like the original PKS system, the solutions of the modified model do not blow
up in either finite or infinite time in any number of spatial dimensions, thus
making it possible to use bounded spiky steady states to model cell aggre-
gation. After obtaining local and global existence results, we use the local
and global bifurcation theories to show the existence of one-dimensional spiky
steady states; we also study the stability of bifurcating steady states. Finally,
we numerically verify these analytical results, and then demonstrate that solu-
tions of the two-dimensional model with nonlinear saturated chemotactic flux
function typically develop very complicated spiky structures.
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1. Introduction. Chemotaxis is a phenomenon of collective movement of microor-
ganisms in the direction of increasing chemical concentration. The simplest and
classical PDE model of chemotaxis was introduced in [30] and [22,23]. In this
model, which we will refer to as the Patlak-Keller-Segel (PKS) model, the cell
density p(x,t) and the chemoattractant concentration c¢(x,t) are governed by the
following system of convection-diffusion-reaction equations:

{ pt + XV - (pVe) = vAp,
o = Ac—vee +pp.

(1)
Here, x = (x1,...,24)7 is a d-dimensional spatial variable, ¢ is time, 7., 7p and v are
positive constants, and y is a nonnegative chemosensitivity constant (by rescaling
the spatial variable x one can assume, without loss of generality, that the diffusion
coefficient of ¢ is equal to 1).

The most important phenomenon in chemotaxis is the aggregation of cells, namely,
the concentration of p as t increases. The biological phenomenon behind this is that
even when the cells are initially distributed almost evenly over the habitat €2, later
on they, being chemotactic to a chemical released by themselves, start to aggregate
in a number of “centers” ( [1,5-7,10,34,39]). In the literature, two ways of math-
ematically modelling cell aggregation have been proposed: (i) solutions of (1) blow
up in finite time and at the blowup time, p is a linear combination of several -
functions, plus a regular part—see [9,15,27]; (ii) time-dependent solutions converge
to bounded but spiky steady states—see [26, 28,37, 38] for such results on several
modifications (regularizations) of (1). See also the survey papers [19,20].

While the blowup and the formation of the d-function are not an unreasonable
modelling of the cell aggregation phenomenon, they create enormous, and also un-
necessary, challenges to numerics and analysis (be it formal or rigorous). Thus
we prefer chemotaxis models that only have bounded, global-in-time solutions that
approach spiky steady states as time increases. Such models may be obtained by
regularizing the PKS system. A variety of regularizations has been proposed over
the past decades, see the review papers [18-20], the monograph [33] and references
therein.

In this paper, we consider a regularization of the PKS model, which is based on a
fundamental biological property of the chemotactic flux function—its boundedness
(this feature is almost always lost in weakly nonlinear, small gradients expansions,
underlying the derivation of most continuum models). To derive the modified system
we replace the linear chemotactic flux xpVe by a nonlinear saturated one, xpQ(Vc),
which is proportional to the magnitude of the chemoattractant gradient only when
the latter is small and is bounded when the chemoattractant gradient tends to
infinity. The regularized model then reads:

pr+xV - (pQ(Ve)) = vAp,
o = Ac—yee+pp,

(2)

where a smooth bounded chemotactic flux function Q(u) = (Q1(u),...,Qq(u)),
u = (uy,...,uq)T, satisfies the following properties:

Qi
3ui

where C; are constants. Without loss of generality, one may assume that max C; =1
_7‘_

Q(0) =0, |Qi<Cy >0V, Vi=1,....d, (3)
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The synthesized form of the saturated flux is a Pade approximate which connects
universal features present at both very small and very large gradients. There is a
certain arbitrariness in the choice of the chemotactic flux function Q. A typical
example of such function, which is used in all of our numerical experiments, is

Ve, if [V¢| < s*,
Q(Ve) = Vel — s* .\ Ve (4)
P

— otherwise,
14+ (|Ve| — s* Ve

where s* is a switching parameter, which defines a small gradient values, for which
the system (2) reduces to the original PKS system (1) so that the effect of saturated
chemotactic flux function is felt at large gradient regimes only. Note that when
s* =0, the flux (4) becomes a mean curvature type function:

Ve

The chemotaxis system (2) studied here is similar to the regularization (M7)
from [18], where a specific form of the bounded function Q was considered (see also
[2,29,35]). In [17], a more general type of the cell density equation was considered
and an a-priori L>°-bound on its solutions was established. The result from [17]
also applies to the p-equation in (2). In §3, we give an alternative proof of the L
bounds on both p and ¢, which also applies to the time independent version of the
system (2). We then proceed in §4 with the proof of the local existence result for a
more general chemotaxis system (19). This result directly applies to the system (2)
and together with the a-priori bounds obtained in §3 leads to the global existence
of the solution of (2). This result is supported by our numerical experiments, in
which we compare the blowing up solutions of the PKS system (1) with the spiky,
but bounded solutions of (2), (4).

Our proof of the local existence for the system (19) starts with a notion of weak
solutions (see (23)) that allows one to use the semigroup theory to obtain weak
solutions, which are then proved to be classical using the Schauder theory. We note
that a local existence of the solution in the space C([0,7o], W3 (£2))NC>* (€2 (0, 70])
with 1+ d/p < s < 2 was obtained in [4, Theorem 16.1] for general quasilinear
parabolic systems of the form

w = A(u,0u)u+ F(z,u,0u), =€, t>0,

subject to the initial value up € Wy (Q), which satisfies the prescribed boundary
condition. Our assumptions on the initial data are however less restrictive: we only
need py € C(Q) if the chemotactic flux P in (19) is linear in p, or pg € W, () with
p > d for general P. Moreover, we only need the L°° bounds of local solutions to
guarantee the global existence, while the general result in [4] requires boundedness of
the solution in a Sobolev space to establish the global existence. Our proof is based
on a new idea of changing the order of the divergence operator and the semigroup
n (23). We would also like to mention that in [21], where the chemotactic flux is in
the form of x f(p)Ve, the action of the semigroup on the divergence of LP-functions
was defined so that the changing the order of the semigroup and the divergence
operator could be avoided. However, the method proposed in [21] does not seem to
work for the general system (19).

In §5, we study one-dimensional (1-D) steady-state solutions and use both the
local [11] and global [32,36] bifurcation theories to investigate existence of nontrivial
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steady states. We then show that when the chemotaxis coefficient x is large, the p
component of the steady state is spiky, while the ¢ component is close to a bounded
function given explicitly; we also use [12] to study the stability of bifurcating steady
states. To the best of our knowledge, [26,28,37,38] are the only works where the
existence of spiky steady states of chemotaxis systems is proved. The systems stud-
ied in [26,28,37] can be reduced to single equations so that the variational/energy
approaches can be taken. However, our system (2) cannot be reduced to a single
equation. We therefore use the method developed in [38]: we first use the global
bifurcation theory to prove the existence of monotone steady states for all large
X, then we apply Helly’s compactness theorem to extract a pointwise (except at a
boundary point) convergent subsequence of p as Y — 0o, and finally we show that
the limiting function is a §-function. Our extensive numerical experiments support
the analytical findings. Two-dimensional (2-D) steady states are considered in §6,
where formation and stability of the spiky solutions are illustrated numerically.
All of the numerical results reported in this paper have been obtained using a
second-order positivity preserving central-upwind scheme developed in [8]. A brief
description of the 2-D version of the scheme is presented in Appendix A.

2. Several basic definitions and results. In this section, we provide the reader
with a briefly review of several basic definitions and results, which will be used
afterward.
We begin with Young’s inequality, which states that for all positive real numbers
a,b,p and ¢, such that 1/p+1/q =1,
ab < o + bj. (6)
p q
This inequality also gives rise to the so-called Young’s inequality with & (valid for
any € > 0),
ea? b?
ab < Y + % (7)
We will use the following Sobolev and Hoélder spaces:

Definition 2.1 (Sobolev and Hélder Spaces).

e For p > 1, the Sobolev space W} () consists of functions in LP(2) whose weak
derivatives up to order k exist and are in LP(2); this Sobolev space is often written
as H'(€2) when p = 2 and k = 1; if k is positive and non-integer, then W} (Q) is
the fractional Sobolev space.

e For finite 7 > 1 and a € (0, 1), the anisotropic Holder space C**/2(Q x [0, T])
consists of functions defined on Q x [0,7] that are Holder continuous in x and ¢
with exponents « and «/2, respectively;

o C2ral+e/2(() x [0, T]) is the space of functions whose partial derivatives up to
order 2 in x, order 1 in ¢ are continuous on § x [0,7] with the highest derivatives
in C*/2(Q x [0,T)).

We will use notation such as C*/2(Q x (0,T]), by which we mean the functions
belonging to C**/2(Q x [¢, T]) for every small € > 0.

Lemma 2.2 (Gagliardo-Ladyzenskaja-Nirenberg Inequality). [24, p. 63]
Let Q be a bounded domain in R with a smooth boundary. Then for any u € H*(£2)

— a 2(1—a
lu = @ll3 ) < M Va3 0y lul7e) s (8)
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— 1 _ . .
where U4 = ol fQ udx, a=d/(d+2), and M is a constant depending only on d and
Q.

Corollary 1. Let Q be a bounded domain in R® with a smooth boundary. Then for
any u € HY(Q) and any e > 0

_a
lulleqy < el Vullie@) + K (1+7#) ulds o), (9)
where K > 1 depends only on d and 2.
Proof. The result immediately follows from the Gagliardo-Ladyzenskaja-Nirenberg
inequality (8) and Young’s inequality (6) with p =1/a and ¢ = 1/(1 — a). O

3. A priori estimates. Consider the following initial-boundary value problem
(IBVP):

Pt +xV - (pQ(Ve)) = vAp, x€Q, t>0,

¢t = Ac — Y€+ Ypps xeN t>0,

p(x,0) = po(x), ¢(x,0) = co(x), x € Q, (10)
dp  Oc

%_8?_0’ x €00, t >0,

where (2 is a bounded domain in R? with a smooth boundary 9 and n is the outer
normal vector field on 0f).

We first prove that positive solutions of the above IBVP remain bounded for all
times.

Theorem 3.1. Let (p(x,1),c(x,t)) be a positive classical solution of the IBVP (10)
with bounded nonnegative initial data. Then, for all x € Q and t > 0,

X d
plx,t) < C (142 ) max {Jlpoll =@ ool 20y } (1)

gl X\?
o, 1) < lleoll o+ 22C (14 ) max {llpollzeion, ool e} (12)
where C = C(d, ) is a constant, which depends on d and 2 only.
Proof. We begin by multiplying the first equation in (10) by p*~! (s > 2) and
integrating over ). Then, integrating by parts, applying the chain rule, using the
boundedness of |Q;| < C; from (3), the fact that max, C; = 1, and the inequality
_z_
2
(7) with e = ek yields
X
1d
s dt
Q
dv(s —1) s
- 19 8)
Q
dv(s — 1) s
- 19 9)
Q

2v(s —1) s
—— = [ IV(?)
/

p’dx = —V/Vp -V (p*7h) dx + X/pQ(Vc) -V (p*7) dx
Q Q

2 i+ 2x(s —1) /p%
s

Q

2 x(s—1) 2v V(2 SX
dx-l—T/(&‘V(p) —|—5p)dx
Q

V (p?)| dx

(13)

IN

IN

2(q _
uHM/psdx_
2v
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The last term in (13) is estimated using the inequality (9) with u = p2 and ¢ such
that

20 _ _ 20 _ 2
x*(s—1) _ 2v(s—1) x*(s—1) e _o(TY"
2v s2e 2v sX

This results in

2 2
X(s—l)/ s 21/(8—1)/ s X(s—l)/ s
AN T < 22\ 7 _ AN 7
2v prix < s2e P dx 2u pdx
Q
(1

Q Q
2v(s—1) s\ 12 2w(s— 1)K +5_%) 5112
=< ||v(p2)‘L2(Q) 2z o LY (Q) (14)
2(s—1
_%/psdx,
124

Q

Substituting (14) into (13), we obtain

v v

d 2s(s — 1) ’s(s — 1)K <1+ ( S;‘y)d) . 2
/p dx<—7/psdx+ /p?dx .
dt 2
Q Q Q
We then fix T € (0, c0), multiply both sides of the last inequality by the integrating

factor e, where k := x?s(s —1)/(2v), and integrate over the time interval [0, ¢] for
t € [0,T] to obtain

d
s(s — 1)K (1 + ( S;y) ) ! . 2
/ps dx < e_“t/pf)(x) dx+ /e"“(T_t)(/p‘2 dx) dr,
0 Q

v
Q Q

which, in turn, yields the following estimate:
/ps(x,t) dx < /pg(x) dx + 2K (1+— sup </pS (x,t dx) . (15)
J J v/ 0<t<T J

Let us now define the function

M(s) = max{npoum), swp ([ orax) } (16)
Q

which satisfies (from (15)):

1

M(s) < (f{ (1 + ‘?)d) T M(s/2), Vs>2,
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where the constant & depends on d and 2 only. Taking s = 2%, k =1,2,..., we
obtain

k 2k 2\ k-1
MY < K" (142X M (251
14
Lo\ 27%d 1. N\ 27 Dd
< K2ty (1 42X ) (1 42 ) M(2F2) <
14 14

—k -
o=k .. 49—l k 2kX 2 2X 27
<K ok 4 ZX N (P S M(1)
v

X)(z—’“+-~~+2—1)d

~ X d
< X (k2 % 4...42"1)d < X
_K(1+V 2 M(l)_0(1+y> M(1),

where C' is a constant, which depends only on d and €. Sending k — oo, we
conclude that 4
IOl <€ (1+X) M), W0, (17)

Finally, we note the total mass of the cells remains constant in time (this can be
verified by integrating the first equation in (10) over §2), and therefore

M (1) = max {||poll () lpoll L2 (02) } - (18)

and the estimate (11) for the cell density p(x,t) follows from (17), (18).
To obtain a bound on chemoattractant concentration c¢(x,t), we compare it with
the solution of the following initial value problem (IVP):

dw X\ ¢
i —Yew +7,C (1 + ;) M(1),

w(0) = [[coll oo ()

which can be easily calculated. The comparison principle then yields

a7t —~et\ Tp X\ ¢
0 < c(x,t) <w(t) =e " |col|poe(a) + (1 —e )70 1+= M(1)

Y, x\4
< lleollze (o) + fc (1 + ;) max {{|poll Lo (@) llpoll L1 } »
and the proof of Theorem 3.1 is now complete. O

Remark 1. It is simpler to show that a positive steady state solution (p(x), ¢(x))
of the system (10) satisfies

X d
p(x) < C(d, Q) (1 + ;) lollrr (),

Yp X\ 4
< = = 1
c(x) < %C((L Q) (1 + 1/) el ),

for all x € Q.

Remark 2. By using the L°°-bounds established in Theorem 3.1, parabolic bound-
ary LP-estimates and Schauder estimates (see, e.g., [24]), one can obtain that ps, ¢
and all spatial partial derivatives of p and ¢ up to order two are bounded on
Q x [0,00).
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4. Existence results. In this section, we consider the IBVP for a more general
chemotaxis system,

pt+ V- (P(p,c,Ve)) =vAp+ R(p,c), x€N, t>0,

¢t = Ac+ S(p,c), xeN t>0,

p(X, 0) = pO(X)7 C(X7 0) = CO(X)7 X € Qv (19)
dp  Oc

%7%,0, x €09, t >0,

for which we shall establish a local existence result. This result together with the
a-priori estimates proved in §3 will lead to a global existence result for the IBVP
(10).

We will use the semigroup theory, for which [14] and [31] are good references.

4.1. Notations, definitions, introductory results. Let X; = C(Q) and X, =
LP(Q2). We define the linear operator Ay = —A + I in X; with the domain

P(A1) = {u eW2(Q), Vg>d|AueC(Q), %L?Q = 0} and the linear opera-
tors A, = —A + I in Xy with the domain Z(43) = {u e W2 (Q) ‘ g—;ﬂag = 0}.

Then, if the boundary 99 is C?*“ smooth for some w > 0, A; generates analytic
semigroups denoted by e~4¢* in X, i =1,2.

Since the smallest eigenvalue of both A; and As is 1 and the operators are the
generators of the analytic semigroups, we can define their fractional powers A{ for
a > 0, with domain Z(A¢) and target space X;. The basic facts are:

(i) The larger a is, the smaller the domain Z2(A¢) is, with 2(A?) = X;;

(i) A¢AL = AYTY on P(ALTP) for any b > 0;

(iii) For any uo € X; and t > 0, e 4ty is in Z(A¢) and A%e it = e At A% on
D(A7);

(iv) 2(A?) equipped with the norm

||uH@(A;‘) = [|[Afullx,

is a Banach space.
We shall repeatedly use the following facts:

e P(AS) is continuously embedded into C*T*(Q)
d 1 d
Vo<a<2a—1——, a>=-(1+-), 20
asta+9) e
e 9(AY) is continuously embedded into C*(Q) V0 < a < 2b, b € (0, 1),

and that for i = 1,2

*

C
X;i—X; < - e—o’t7 Vit > 0) a > 07 (21)

JAze ) Lo

Ca,q
I(e™** = Dullx, < S te ullgag), Y¢>0, 0<a<1, ue 2(4]), (22)

where Cy,, C¥ and o € (0, 1) are constants.
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We now formally convert the IBVP (19) into the following system of integral
equations:

p("t) = e_yAltpO - /V . e_VAl(t_S) (P (p('7 S)a C('7 8)7 VC(', 3))) ds
¢ 0

+/ e~ A1(t=9) (yp(-, s) + R(p(-, 8), (-, ))) ds, (23)
0

o(-t) = e Mrley+ / 42079 (¢, 5) + S(p(-, 5), (-, 5))) ds.
0

Note that for technical reasons, in the first integral of the p-equation, we write
the product of the operator e *41(!=%) and the divergence operator in the reversed
order. These two operators commute only if everything else in that integral is
smooth enough; thus at this moment, (19) and (23) are only formally equivalent.
Nonetheless, in this paper we call a solution of (23) a weak solution of (19).

4.2. Local existence. We shall first prove that for each fixed py € C(Q), ¢o €
P(A%) the system (23) has a unique local solution (Lemma 4.1), then show that
this local solution is smooth (Lemmas 4.2) and under some additional assumptions
we can prove that it is also a classical solution of the IBVP (19) (Lemma 4.3).

Lemma 4.1. Let 00 € C*** . w > 0, P € C*(R x R x RY, R?) and R and S be
locally Lipschitz continuous in (p,c). For each fized py € C(Q), co € 2(A$) with
%(1 + %) < a <1 for some p > d, there exists a small 79 > 0 such that the system

(23) has a unique solution (p(x,t),c(x,t)) € C([0,10],C(Q)) x C([0, 0], Z2(A3)).
Proof. For any 5 € (0,1), we define the following space:
T ={(p(-,t),c(-,1)) € C([0,70], C()) x C([0,70), Z(AS))} .
and for each fixed (po,co) € C(2) x Z(AS), we define its subset .7 by
5% (24)
={(o 0,0 € 7 | o) = pollo + lleC+8) = colloap <1, 0t <o}

We also define the operator T by

-2
c 1/)('»15)

with the right-hand side (RHS) equal to the RHS of (23).

We shall first verify that there exists a small 79 > 0 such that T} : ¥ — /. To
this end, we establish several bounds.

For any (p(-,t),c(-,t)) € .7, (20) and (24) imply that there exists a constant K
depending only on [|po ||, and [col[z(ag), such that for any ¢ € [0, 70]

oG Dlle@) < Ko llels Ollor@y < Koo [1P(p( ), ¢ 8), Vel D)l ¢y < Ko,
@ @ @

25
Hl/p(~,t) + R(p("t)vc('vt))HC(ﬁ) < KO’ HC('vt) + S(p('vt)vc('vt))”C(ﬁ) < KO' ( )
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Thus, for any t € [0, 7] and a fixed b € (1,1), we use (20), (21) and (25) to obtain

H‘P*POHCQ <e™ ltPO POHCQ
() ()
t

+C/MA%HM““QP@hswiﬁhvdnﬁwaﬁdS

0
+/wrwwﬂwmm@+megwm@»%@ws (26)
0

: C (t—s)
—vA; *e—l/o' —s . ot
< ||€ A tpo_p0||c(ﬂ)+c/(b(ts)bK0+COK06 (t s)) ds
0

< ”equltpo _ pO”C(ﬁ) + letlfb7
and

— Aot

[—collz(ag) < (e — Ieollo(ag)

t
+/||AgefA2(tfs) (c(-,8) +S(p(,8),¢(+8))) |l Lo (a) ds
0 / (27)
< (et = 1) A§col Loy + C/(t —5) %79 g
0

< l(e™ 2" = 1) ASeo|l 1o () + Cat' ™,

where C7 and Cy are constants independent of ¢ ‘and 7o.
Using the fact that lim e *41tpy = pg in C(Q) and lim e~42*A%cy = Adcy in
t—0+ t—0+

LP(Q), it follows from (26) and (27) that there exists a small 75 (depending only on
po and ¢p) such that (p,v) € J and

o = pollo@) + 1 — collgag) <1, VO<t <,

and therefore (p,¢) € & = Ty : S — 7.

In the following we shall prove that for a sufficiently small 7y, the operator T;
is a contracting mapping from % to .. To this end, we first note that for any
(p1,c1), (p2,c2) € 7, we have

[P (p1,c1,Ver) = Plpz, c2, V)| oy < K- (||P1 = p2llem) + ller — 02||@(Ag)) ;

o1 = p2 + R(p1, c1) — R(p2, e2)ll oy < K* (||Pl —p2lle@) + ller — Cz||9(Ag)> :

[er —c2+ S(p1,en) — S(P%ﬁ)”c(ﬁ) < K* (||P1 - P2||c(§) + [ler = C2||@(AS)) )

where K™ is a constant depending only on |[pol|c ) and [|col|o(ag)-
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Similarly to (26) and (27), one can prove that for any ¢ € [0, 7] with a sufficiently
small 79 > 0 and b € (1/2, 1), the following estimate holds:
1) = o2, D)l oy + [191(5 ) = P2(, D)l 2ag)

t t

t
vo(t—s) e—o(t— ‘9)
<C /e ds—l—/ —vo(t—s) ds+/
tfs
0

0

0
(llor = pll ey + ller = e2lloas))
C* [P+ 70+ 757 (llm —p2llo@) + llen — 02||@(Ag))

<3 (Hm ~ pallo) + ller = alloay) ) -
We then use the contracting mapping theorem to conclude that there exists a unique
local solution of the system (23) in C([0, 0], C(Q2)) x C([0, 7o), Z(A%)). O
Lemma 4.2. Under the assumption of Lemma 4.1, let

(p(7 t)a C(', t)) € C([O7 TL C(ﬁ)) X C([Oa T]a -@(Ag))
be the unique solution of (23) defined on some finite time interval [0,T). Then:

(i) For any &g € (0,1/2), p(x,t) € C?%:9%(Q x (0,T]), and there exists a constant
Cs, such that

15, 5) | 250 80 (2 77y < Cna (1 + 720, Vit € (0,7 (28)
(i) There exists a small 6 > 0 depending only on a, p and d, such that
c(x,t) € C1H29(Q x [0, T]) N C?H281H9(Q < (0, T7]), (29)
and there exists a constant Cs such that
| Dxe(x, $)llcess @xpery < Cs(1+ =), Vt € (0, 7). (30)

Proof. For any 8 > 0, > 0 satisfying 5+ ¢ < 1/2, and for each sufficiently small
h >0 and any t € (0,7 — h], we use (20)—(23) and (25) to obtain

(st 4 1) = pl D)l ay < €A1 = D AT 410 g
t

# [l = DAf (Ve (o, Vo)
0
+e M (p 4 R(p, ) o ds
t+h

+ / | = APV e MU= P (g, Ve) + ATe M) (up 4 R(p, 0)) | ¢ ds

t
C ne CKy 4 1 1
< Faerlmlom + 520 [ (e + s )
0
t+h

1 1
+CK, —— d
O/((t+h_s>g+2+5 (t—i—h—s)ﬁ) S
t

< Csh® (t’(‘”ﬁ) 4 t1/2=0=B-e 4 t1*5*ﬂ) +Cj (h%*‘” + hlfﬁ)
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< C*h° (t ( 0+8) 4 1)

which is true for sufficiently small ¢ > 0 satisfying 8+ § + ¢ < 1/2, where constant
C* depends only on §, 5, Ky and T'. Thus we have

oG )l s o214y < € ( (5+8) 4 1) L Vte(0,7) (31)
which together with (20) implies that the estimate (28) holds for any dg € (0,1/2).
This completes the proof of (3).

For each fixed a € (1/2,1) satisfying a > (1 + d/p), choose v € (1/2,a) such
that v > (1 + d/p). For small enough h > 0 and any t € [0,7 — h], we use once
again (20) (23) and (25) to obtain the following estimate:

(-t + 1) = (- )l pag) < (e — T)AJe™ " ¢q Loy

“r/” —A2h _ A’Y —A2(t- s)( (s )+S(p(-,s),c(-,s))) HL”(Q) ds
0

t+h
b [ 143 A () + (o 5), 1) sy
t

t
Coa—ry o . _ ds . t+h ds
< %ha Mleoll2ag) + Ca—ryCq Koh® 7/ +07Ko/ (
t
0

a— (t—s)e t+h—s)Y
< Ch* Y (1+ tl_a) + C1h} ™7 < Cyh®, with § = min{a — 7,1 — 7},

where the constant Cy depends only on a, v, Ky and 7', which also implies that for
sufficiently small § > 0

c(x,t) € CHH259(Q % [0,T)). (32)

In virtue of (25), by applying standard arguments based on analytic semigroup
theories (see [14, Theorem 3.2.2]) to the c-equation in (23), it follows that ¢(x,t) is
also the unique strong solution (c(x,t) € C((0,70], L,(2)) N C((0,70], Z(A2))) of
the c-equation in (19) satisfying the corresponding boundary and initial conditions.
Using (28) and (32), we can further apply the intermediate parabolic Schauder
regularity theory (see [25, Theorem V.5.19]) to obtain c(x,t) € C?+2%149(Qx (0, T7)),
which satisfies estimates (30) for small 6 > 0. This completes the proof of (ii) and
thus of Lemma 4.2. O

Lemma 4.3. (i) Under the assumptions of Lemma 4.1, let
(p(-,1),¢(-,1)) € C([0,T],C(Q)) x C([0,T], 2(A3))

be the unique solution of (23) defined on some finite interval [0, T]. If the chemo-
tactic flux P is linear in p, i.e.

P(p,c,Ve) = px(c, Vo), (33)

then (p(-,t),c(-,t)) is a classical solution of (19) defined on [0, T] satisfying p(x,t) €
C?*1(Q x (0,T)) and c(x,t) € C?**+23149(Q) x (0,T)), for some small § > 0.

(i) If in additional to the assumptions of Lemma 4.1 py € W (Q), then there
exists a small 7o > 0 such that the system (19) has a unique local classical solution
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(p(-,t),c(-,t)) defined on [0, 79] satisfying

plx, 1) € C([0,70], W () N CZH25145 (@ x (0, 70]),
c(x, t) € CHH3 (@ x [0, 79]) N C*F25149 (@ x (0, 7).

for some small § > 0.

Proof. (i) Taking into account the results established in Lemma 4.2, we only need
to prove that p(x,t) € C*1(Q x (0,T]). Note that

d
V- (P(p,c,Ve)) = x(e,Ve) - Vo+ pV - x(e, Ve) £ 3" ay(x, ), + B(x,1)p. (35)

i=1
Consider the IBVP for the following linear equation:
d
pt:_VAlﬁ—i_Zai(Xat)ﬁxi+f(xat)7 XEQ, t>07
i=1
A
f(X, t) = l/p(X, t) + R(p(x7 t)v C(X7 t)) + B(X’ t)p(X, t)a (36)
@:O, x € o, t >0,
on
7(x,0) = o), xeQ.

Using (28), (30), (32), (35) and (36), we obtain

ai(x,t) € C*2(Q x [0,T]),

_ (37)
1B, )| cas.s@an ey 1O )l sy < CA+E2), Y€ (0,T).

We now apply the Schauder theory ( [25, Theorem V.5.19]) to deduce that for each
fixed pg(x) € C(Q) the linear IBVP (36) has a unique classical solution p(x,t) €
C(Qx[0,T]) N C?L(Q x (0,T]). Thus, p(x,t) also satisfies

(e t) = Pt po () — /v e A=) P(5(.. 5). (-, 8), Vel-, 5)) ds
0

*/?ﬁm“*WBu@@@@—p@@%ﬂw@@+3@«@mm$»da
0

which, together with the equation of p, implies
t
Pt = o) = [0 ) = ples)xle V) ds
0
t

N /e*VAl(t*S)(B(~’S)(p(',5) = p(:,5))ds.

0
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Furthermore, using (29) and (37), we arrive at

15,8) = (Dl < K / (t = 5)~ 115 5) — (> )l ds
0

+K2/s_26||ﬁ(~,s) —p(+8)llo(m) ds, for some B € (1/2,1), Vt € (0,T].
0

It now follows from the general Gronwall inequality ( [14, Lemma 7.1.1]) that
p(yt) = p(-,t) for 0 < ¢t < T. This completes the proof of part (i) of the lemma.

(ii) Define the space 7 := C([0,70], W, (Q)) and its subset

#={at0 € A | 5.t - pollwyey <1, 0t <), (39)

and let

t
TQﬁ: eiyAQtpO(') - /eiyAQ(tis)V P (ﬁ(7 8)76('7 8)7 VC(', S)) ds
0

+ /e’”AQ(H) (wp(-,s) + R(p(,5), (-, 5)) ds (39)
0

for any p € .#1. Then, by the regularity of p and c already established, especially by
(25),(29) and (30), we can see that there exist constants K and small 6; € (0,1/4)
such that for all t € (0,79 and p € .77,

||l/p(', t) + R(p(a t)v C('a t))”LP(Q) <K,

. _ (40)
”V ' P(ﬂv ¢, vc)('vt)HLp(Q) < K(l +1 61)'

We now take b € (1/2,1) and small é; € (0,1/4) such that b+, € (1/2,1). It then
follows from (21), (22) and (40) that

—vAst

1725 — pollw < le™ 2 po — pollwy(a)
t

e / AR A2 o0 @l - P(@,e, Vo), ds

e / AR A9 L o o (s t) + R(p( 8), s )1y )

t
K 2+s*51

< Jlem 42t p — pollwr(e) + TS ds
0

< [le™42" g — pollw ) + Cat' =" + Cot' "7, Wt € [0, 7).

This together with the fact that lirn+ le=v A2t py — p0||W;(Q) = 0 implies that for a
t—0

sufficiently small 7y, the operator T5 is a mapping from .; to .%. Similarly, one
can prove that for a sufficiently small 7y, T is also a contracting mapping on .7].
Then, the contracting mapping theorem implies that there exists a small 79 > 0
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such that there exists a unique p(x,t) € 7] satisfying
t
ety = () = [T P ().l 5), Vel ) s

¢ 0

Jr/efufb(tfs) (vp(-, s) + R(p(-, s), c(-, 5))) ds, Vt € [0, 70]. (41)
0

It is easy to see that p(x,t) also satisfies
t
Pt = e o) = [0 (AP 8) cl5), Vel 5))) ds
0
¢

+ /6’”‘1(”) (vp(,8) + R(p(,5), ¢(- 5)) ds. (42)
0

On the other hand, note that p(x,t) satisfies (42) as well; and if one defines another
operator acting on p as the RHS of (42), one can show that this operator is also
a contracting mapping in the unit ball in the space C([0, 0], C(2)) centered at pg
(the proof is similar to the one for T1). Therefore,

p(x,t) = p(x,t) on Q x [0, 7],

and hence p(x,t) € C([0, 7o), W, (Q)).
Notice that (40) implies that

/ IV - (P (o, 5), (), Vel 8))) 1, ds < 00,
0

so that we can use [14, Theorem 3.2.2] to infer that p is a strong solution (p €
CH((0, 0], Lyp(2)) N C((0, 0], W2(€2))) of the p-equation in (19) satisfying the cor-
responding boundary and initial conditions. By similar arguments as in the proof
of Lemma 4.2, we can further prove that there exist small § > 0, b € (1/2,1) and
r € (0,1/2) with 2rp > d such that p(x,t) € C?([0, 0], Z(A5)) N C°((0,70], Z(A)),
and thus

p(x,t) € C?2(Q x [0, 10]) N CTT22(Q x (0, 70]), for small § > 0,
which together with (28) and (30) implies, in turn, that
V- (P (p(x,5),c(x,5), Ve(x, 5))) € CP(Q x (0,70)).
Finally, we apply the parabolic Schauder regularity theory to conclude that p(x,t) €
C?+20149(Q) x (0,79]). This completes the proof of Lemma 4.3. O

We are now ready to state and prove the following main results on the existence
of weak and classical maximal solutions for the more general IBVP (19).

Theorem 4.4. Let 092, P(p,c,Ve), R(p,c) and S(p,c) satisfy the assumptions of
Lemma 4.1.

(i) For any given py € C(Q) and cog € W3*t(Q) such that %bﬂ =0 (or more
generally, co € Z(A3)) with (1 + %) <a<1,p>dandsmalle >0, there
exists a unique mazimal solution (p(x,t),c(x,t)) of (23) on some maximal
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time interval Jy := [0, Tax) with 0 < Thax < 00. For any small 6 > 0, this
solution satisfies

p € C([10, Tnax): C(82)) N C*°(Q x (0, Tinax))

_ _ 43

¢ € C([0, Tiax), Z(A2)) N CHH299(Q x [0, Timax)) N C*H291H9(Q 5 (0, Tinax))- (43)
Furthermore, if Thax < 00, then

timsup {11 8) e + e Ol ey } = o0 (44)

t—=Tmax

(i1) If the chemotactic term P is linear in p, i.e., if (33) is satisfied, then the
unique solution (p(x,t),c(x,t)) obtained in (i) is also a classical maximal
solution of the IBVP (19) satisfying

(p(+1),c(, 1) € (C([OvaaX)7C(ﬁ)) X Cl+26’6(§ x [OvaaX))
) (C*H(Q % (0, Timax)) x C2F2H(Q x (0, Tinax)))
for some small § > 0.
(iii) If in addition to the conditions in (i), po € W, () for p > d, then the solution
(p(x,1), c(x,t)) obtained in (i) is also a classical mazimal solution of the IBVP
(19) satisfying
p € C([0, Tmax), WH(Q)) N C?3(Q x [0, Tinax)) N C? 251 % (0, Thnax)),

p

_ _ 45
¢ € C([0, Tmax), 2(A%)) N CHH299(Q x [0, Tnax)) N C*H251H9(Q x (0, Thnax)) (45)

for some small § > 0.

Proof. (i) The existence and uniqueness of the maximal solution of (23) satisfying
(43) follows directly from Lemmas 4.1 and 4.2 and from the standard extension
argument (see [14, Theorem 3.3.4]); the same extension argument also implies that
if Thhax < 00, then

timsup { (- Dlloqe + e Olloag b = oo (46)
t_>Tr;ax

In the following, we shall prove (by contradiction) that if (46) is true then (44)
holds. To this end, we assume that (46) is satisfied while (44) is not, that is, there
exists a constant C7 such that

IpCs Dllo@y + et Dlle@) < Crs V€ [0, Tinax)- (47)

Using (47) and the estimates similar to those in (27), one can easily obtain that
there exists a constant Co depending only on C1, Thax and [|col| o Ag) such that
”C('?t)”@(Ag) <Oy Vi€ [O7Tmax)7

which, together with (47), contradicts (46). This completes the proof of part (i) of
Theorem 4.4.

(ii) directly follows from part (i) and Lemma 4.3.

(iii) Tt follows from Lemma 4.3 and its proof that if one can prove the non-
existence of 71 € (7o, Tmax) such that

limsup{|lp(,t)llwz ) + (-, t)lloag)} = oo, (48)
t—T

then we have the regularity stated in (45) on the maximal interval [0, Tinax)-
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Suppose that such 71 exists. We then have the regularity (45) on the interval
[0,71) and, in addition, (20) and (43) (which holds on Jy) imply that there exist
constants K; and K5 such that

(- Dlleg) + et D2 @ < Ki, Yt € [r0,7] (49)

and

||p(-,t) + R(p('at)vc("t))”C(ﬁ) < Ky, vt e [7—077-1]’

19 (P(ole, 1), 1), Vel Oy < KoL+ oG Dllwsy)s Ve € frovm). )

Using (41), (49) and (50), we obtain
lp(s Ollwa ) < e 4247 p(, 7o) [lw ()

t
+/HASGWA“FS)||Lp(9)—>Lp(Q) IV - (P(p,c,Ve)llL, @ ds
T0
/ (51)
+/HAge_VAQ(t_S)||LP(Q)HLP(Q) (- 8) + R(p(-, ), ¢+, 8)l L, () ds
To

t t
Ka|p(-, 8)lwi o 2K.
§KOK1+Kb/ (t_s)bp d8+Kb/<t_§)bd5, VtG [70,71)

70 7o

with b € (1/2,1). Finally, we apply the general Gronwall inequality ( [14, Lemma
7.1.1]) to (51) and conclude that there exists a constant C' depending only on K7,
K5, 19 and 7 such that

o, )llwr) < C, Vit € [0, 1),

which, together with (49), contradicts (48). This completes the proof of (i) and
of Theorem 4.4. O

4.3. Global existence. In this section, we combine the local existence results
from §4.2 and the a-priori estimates established in §3 to obtain the existence of the
global classical solution of the chemotaxis system with a saturated chemotactic flux
function.

Theorem 4.5. Consider the IBVP (10) with initial data being nonnegative but not
identically equal to zero, and with a saturated chemotactic flux function that satisfies
(3). Let the conditions in part (i) of Theorem 4.4 be satisfied. Then, the IBVP (10)
admits a unique global uniformly bounded classical solution; both components of the
solution (p,c) are positive on Q x (0, 00).

Proof. First, Theorem 4.4 implies that there exists a unique classical solution of
the IBVP (10) defined on some maximal existence interval [0, Tinax). At the same
time, Theorem 3.1 ensures that the solution is uniformly bounded there, hence
Tmax = 00, which means that the classical solution is global. The positivity of
the solution follows from the strong maximum principle and Hopf boundary point
lemma. O
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4.3.1. Numerical Examples. We now illustrate the existence of global solutions of
(2), (4) and their stability. In the numerical experiments below, we consider the
system (2), (4) subject to the initial condition

‘1:7 y? = b C x7 y? = e_ ’ ’
p 0) = 100 0) = 500200 +y7) 52
1
' 2

] x [~3, 3] and take

in the domain ) = [— 555

Ye =", =v =1, x = 10.
The parameter s* in (4) varies in the range [0, 10] in different examples.

In Figures 1-3, we plot time snapshots of the cell density p, computed by the
numerical scheme, described in Appendix A. We use a uniform grid with Ax =
Ay = 1/201 and set the values s* = 0, s* = 1 and s* = 10, respectively. As one
can see, in all the cases the numerical solutions develop a spike at the origin and, as
expected, the height of the spike depends on the values of the switching parameter
s* (note in the difference in the scale of the vertical axis). For larger values of s*,
the solution stays longer in the regime of the linear chemotactic flux and therefore
more cell aggregate in a small neighborhood of the spike. We have performed a
careful mesh refinement study showing that the solution does not blow up for any

s* (even larger than 10).

t=5 107 =107

300
200

100
05

t=5- 107

05 05
F1GURE 1. Numerical solution (p) of (2), (4), (52) with s* = 0.

For comparison, we also computed the solution of the same IVP, but with the
linear chemotactic flux function, that is, Q(Ve) = Ve. The results, plotted in
Figure 4, demonstrate the blowing up phenomenon inherent in the original PKS
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t=5 107 t=103

t=5- 103

FIGURE 2. Numerical solution (p) of (2), (4), (52) with s* = 1.

model (1). Note that the time snapshots of the solution of the PKS system are
given at much smaller times than for the system with the saturated flux, since by
the last shown time (¢ = 107°) the solution has already blown up. To numerically
verify this we have performed a mesh refinement study, which clearly shows that,
unlike the previous (saturated) case, the height of the spike increases by a factor
of 4 when the number of grid cells is doubled. This is consistent with the fact that
the magnitude of the “numerical” §-function is proportional to 1/(AzAy).

5. One-dimensional steady-state solutions. In this section, we consider the
1-D version of the system (2) subject to the homogeneous Neumann boundary
conditions and seek its steady-state solutions satisfying the following boundary value
problem (BVP):

X(pQ(c)) = vp”, z € (0,L),
— "+ . —,p =0, x € (0,L), (53)
p'(0) =p'(L) = (0) = (L) =0,
where @ is a C%2-smooth bounded increasing function satisfying (compare with (3))
Q) =0, 1QI<1, Qu)>0, Yu. (54)

An example of such @ is (compare with (5))
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t=5- 10 t=10"

x 10 x 10

05

t=5- 10°3

x 10

TN W o

0.5

-05 -05

FIGURE 3. Numerical solution (p) of (2), (4), (52) with s* = 10.

Since in the time-dependent case the total mass of p is preserved, the value of

my = %/p(m) dx (56)

is prescribed and, as we will show below, given a m, > 0, the system (53) has
positive solutions for a suitable range of .

We shall establish the existence of a solution of (53) by using the local bifurcation
theory from [11] and the global bifurcation theory for nonlinear Fredholm mappings
from [32,36]. To this end, we write (53), (56) in the abstract form

Flpye,x) =0, (pye,x) € X x 2 xR, (57)
where 2" = H%,(0,L) = {f € H*(0,L) | f'(0) = f'(L) =0}, and
—vp" +x(pQ(c))
Flpe;x) = | =" +vec—7p | (58)
foL p(x) dx — Lmy,
and state several results that are basic for the bifurcation theory to apply.

Lemma 5.1. The operator F, defined in (58), satisfies the following properties:

(1) ]:(mpvmcaX) = Oa VX € R7 me = Vp’ymp = Z /C(l’) d.’L‘
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t=5- 107 t=7- 107

x 10 x 10

t=10°

x 10

Sp e s

05

-05 -05

FIGURE 4. Numerical solution (p) of (1), (52).

(i): F: 2 x 2 xR — % x ¥ xR, where % = L?(0,L) and

L
By = {f ew ‘ /f(x) dx = 0}, is C-smooth.
0
(iii): For any fized (po,co) € X x X, the Frechet derivative is given by
—vp" + x (pQ(ch) + poc'Q'(cf))’
D(p.e)F(posco, X)(ps ¢) = —" +yeC = pp - (59)
L
fo p(x) dx

(iv): D(p,e)F(po,co, x)(p,c) + X X — % x & x R is a Fredholm operator
with zero index.

Proof. Properties (i)—(iii) can be verified by straightforward calculations, which
are left to the reader.
Property (iv) can be proved as follows. We rewrite (59) as

D(p,c)]:(/)m €o, X)(pv C) = T3(pa C) + T4(P, C)7
where
—vp + x (pQ(ch) + poc’ Q' (cp))’
Tg(p, C) = _CN + YeC — VpP and T4(p7 C) =
L
0 Jo plx)da
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Obviously, Ty : 2" x Z — % x % x R is linear and compact. On the other hand,
by Theorem 4.4 from [3] or Remark 2.5 (case 3) from [36], the differential system in
T; is elliptic and satisfies “Agmon’s condition”. Then, by Theorem 3.3 and Remark
3.4 from [36], T3 : 2 X Z — ¥ x ¥ x {0} is a Fredholm operator with zero index,
and hence

Y x W x{0} =R(I3) & W,

where R(T5) is the range of T5 and W is a closed subspace of # x % x {0} with
dim W = dim N (T3) < oo (N (T3) is the null space of T3). Therefore,

Y x ¥ xR =R(T3) & W @& span{(0,0,1)}.
Since the first component of T5(p, ¢) is in %, we have
Y X ¥ x R=R(T3) & Wy @ span{(0,0,1)},

where Wy = {(f,g,7) € W | fOL f(x)dx =0}. Also, since W = Wy@span{(1,0,0)},
dim W = dim Wy + 1. Thus, the codimension of R(T3) in % x # x R is equal to
dim W = dim N (T3), hence T3 : 2" x 2" — # X % xR is a Fredholm operator with
zero index. Finally, (iv) follows from the compactness of Ty and the well-known
fact that a compact perturbation does not change the Fredholmness and the index
of a Fredholm operator. O

Equipped with Lemma 5.1, we proceed as follows. By property (i), (m,, m., x) is
a constant (trivial) solution of (57) for all xy € R. We seek now nontrivial solutions of
(57) bifurcating from these trivial solutions. The necessary condition for bifurcation
to occur at (my,, me, x) is

N (Dp,eyF(my,me, x)) # {0} (60)
By (iii), the null space consists of solutions of
—vp" + xm,Q' (0)c" =0, z € (0,L),
— "+ e —v,p =0, x € (0,L),
(61)

p'(0) =p'(L) = (0) = (L) =0,
fOL p(x)dr = 0.

From the first and the third equations, we have vp — xm,Q’(0)c = const on [0, L].

Integrating the second equation, we obtain fOL plx)de = fOL c(x)dr = 0. Thus,

!/
p= M on [0, L], from where we are led to
v

_ = ('VpmeQ/(O)

v

- 'Yc) ¢, TE (OvL)’ (62)

d(0)=¢ (L) =0.

!
0
This BVP will have a nontrivial solution if and only if MPQ() — v is one of
v
/ 0 k2 2
the Neumann eigenvalues for the interval (0, L), that is, M — Ve = TZ

for some nonnegative integer k. Then, c is the corresponding eigenfunction ¢x(x) =

cos(k”Tm). Notice that the case k = 0 can be excluded because fOL c(z)dz = 0.
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We have thus obtained that (60) is satisfied only for

k22 v ~ ,
(:Z:%QLT(O))’ pr(z) = Mék(x), ex(z) = cos<kzx) , (63)

for which

Xk =

N (D(p,e)F(my,me, Xr)) = span{(pg,cx)}, keN.

Theorem 5.2. Assume that the function Q satisfies (54). Then, for each k € N,
there exists an interval (—9,9) and continuous functions: s € (—=6,0) — xx(s) €
R, s€(=4,0) = (pr(s),ck(s)) € Z x 2, such that

0= (rlsso). s ) = o)+ (B0 ) cos () o),

and (pr(s), ck(s), xx(s)) is a solution of (57) (and (53), (56)). Moreover, all non-
trivial solutions of (57) near the bifurcation point (m,, me,Xr) are on the curve

(Pr(8), ck(s), xk(s))-

Proof. Our proof is based on Theorem 1.7 from [11]. In the previous discussion,
we have checked all but the following “transversality condition” required by the
theorem:

d

ax (Pl Fmy me ) (a1 &) RO Fmpme ). (60
If this condition fails, then the following BVP
—vp" + xem,Q'(0)" =m,Q'(0)¢,, =z € (0,L),
— "+ ycc—v,p =0, z € (0,L),
p'(0) = p'(L) = ¢(0) = ¢(L) =0,
fOL p(z)dz = 0.
has a solution (p,c). Similarly, as in the discussion for (61), we have

p(x) _ ()ch(x) - ék)mﬂQ/(O)’ = (O,L),

v

(65)

which we then substitute into the second equation in (65) and obtain
)

X (0 (0
— CN + <’Yc - ,prkTrIL/pQ ( ))C = ’YpmpVQ ( ék’ T € (O7L)7

d(0)=¢ (L) =0.

Since ¢ is a solution of the corresponding homogeneous BVP (62), we reach a
contradiction (to Fredholm Alternative). This completes the proof of (64) and
hence that of the theorem. O

Remark 3. It should be observed that (p1(s, ), c1(s,x)) is a monotone solution of
(57) (and (53) with (56)), while (px (s, ), ck(s,x)), k > 2 are nonmonotone ones.

Next, we wish to extend globally the local bifurcation curves in Theorem 5.2.
We shall do so for the first curve (k = 1) by using the global bifurcation theory;
for the existence of nonmonotone solutions, we prefer to use the reflection (in x)
argument and the monotone solutions (that stay on the first bifurcation branch).
The following result guarantees the existence of positive monotone solutions of (53)
with (56).
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Theorem 5.3. Assume that the function Q satisfies (5/). Then, the set of solutions
of (57) (and (53) with (56)) contains a closed connected set P C Z x Z xR such
that

(a): P contains (p1(s,x),c1(s,2),x1(s)), s€(=6,0);

(b): Y(p,c,x) € P, p and c are positive on [0, L];

(c): P =Pt JP~, where P* are closed connected subsets of P with Pt P~ =
{(mp,me,x1)}; PP\ {(m,, me, X1)} consists of (p, ¢, x) with both p and ¢ being
strictly decreasing on [0, L], while P~\ {(m,, mc, X1)} consists of (p,c, x) with
both p and ¢ being strictly increasing on [0, L];

(d): Vx > X1, there exists (p,c,x) € PT; the same holds for P~ .

The results of the theorem are schematically presented in Figure 5.

IXZ ) Pt

(mpa Mme, Xl)

=Y

P
FIGURE 5. A bifurcation curve illustrating Theorem 5.3.

Proof. (a) follows from [36, Theorem 4.3]: P is a component (maximal connected
subset) of the closure of

S={(p,e;x) € X x Z xR | Flp,c,x) =0,(p,c) # (mp,me)},
containing (m,, Me, X1)-

To prove (b), we define Py = {(p,c) € Z x 2 | p>0,¢> 0 on [0, L]} and shall
show that P C P; x R. The part of P near (m,, m., X1) is obviously contained in
P1 x R. Since P is connected and P; is open, one may conclude that if P ¢ P; x R,
then there exists (p, ¢, x) € P 9(P1 x R) such that p,c > 0 on [0, L], and either
p = 0or ¢ = 0somewhere in [0, L]. In the latter case, applying the strong maximum
principle and Hopf’s boundary point lemma to

—d"+7.c=7,p>0 on [0,L],
d(0) = (L) =0,

we have ¢ = 0 on [0, L] that contradicts the fact that fOL c¢(z)dx = Lm,.. By a
similar argument, we obtain that p cannot be equal to zero anywhere in [0, L]. This
completes the proof of (b).

To show (c), let PT be the component of P\ {(p1(s, z), c1(s, x), x1(s)) | s € (—6,0)}
containing {(p1(s, x),c1(s,2),x1(s)) | 0 < s < &}, correspondingly P~ is the com-
ponent of P\ {(p1(s,z),c1(s,z), x1(s)) | 0 < s <} containing
{(p1(s,2),c1(s,2),x1(s)) | =0 <s<0}. Then P=PFHJP".
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Let us introduce the following four subsets of P:
P =P\ {(mp,me, x1)}, P = {(p,c) EX XX ‘ p >0, >0o0n (O,L)},
Py =P \{(mp,me,x1)}, Py ={(p,c) € X x Z | p' <0, <0on (0,L)}.

We now prove that 77("," C Py xR. Since 733' is a connected subset of 2" x 2" x R,
we need to show that P (P, x R) is nonempty (which immediately follows from
Theorem 5.2) and is both open and closed with respect to the relative topology of
P

To show the openness, assume that (3,¢, %) € Pd (P; x R) and the sequence
{(Prs ey X) Yy € Pg converges to (p, &, ¥) in the norm of 2" x 2” xR. The elliptic
regularity theory implies that this convergence occurs in the norm of C2([0, L]) x
C?([0,L]) x R. We differentiate the second equation in (53) and since & < 0 and
p < 0in (0, L), we obtain

— (@) +7.¢ =v,p' <0 on [0,L],
{ é@0)=2¢(L) =0, (66)
and thus, Hopf’s boundary point lemma gives
&' (L) >0>2"(0). (67)
Using the facts that
p= XPR(E) on [0, L] (68)
and x > 0, we conclude that Y
p"(L) > 0> p"(0). (69)

Since ¢ < 0 and p/ < 0 on (0,L), the same can be said about pj, and ¢, on
subintervals that converge to (0, L). To show that g}, < 0 and &, < 0 on (0, L) for
large k, we argue by contradiction and assume that one of these two inequalities
fails at some point zy; then zj converges to either 0 or L. Now using (67) and
(69) we reach a contradiction. Thus, (pg, ¢k, Xx) € Py X R for large k, that is,
Py N(P; x R) is open in Py .

To show that P;" (P, x R) is also closed in Py, we now assume that the
sequence {(pk, Gk, Xk) Hreey € Py (P; x R) converges to some (p, ¢, ¥) € Py in the
norm of 2~ x 2 x R (hence, in the norm of C?([0, L]) x C%([0,L]) x R as well).
Then ¢/ < 0and & <0 on [0,L]. If & = 0 somewhere in (0, L), then applying the
strong maximum principle to

{‘WV+%€=%5<0<m[mm

&(0)=&(L) =0, (70)

we obtain & = 0, which, in turn, implies that g’ = 0 on [0,L]. Then (p,¢) =
(my,me) and X is a bifurcation value. Thus, X is equal to X, for some m > 1.
The value m = 1 is impossible because (p, ¢, X) # (mp, mc, X1). Any of the values
m > 2 is also impossible since by Theorem 5.2, for large k, (pk, ¢x) must be some
(pm (8, ), em(s,x)), which is non-monotone in x. Hence,

d <0on (0,L). (71)

Since xx > 0 Vk, x > 0. If x =0, then p/ = 0, which implies & = 0 (by (70)), and
we again reach a contradiction. Therefore, ¥ > 0 and by (68),

p <0on (0,L),
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which, together with (71) implies that P ((P5 x R) is closed in Py .

We have thus shown that 776" C Py x R. Similarly, one can prove that P, C
P; x R. This completes the proof of (c).

Finally, we proceed with the proof of (d). By Theorem 4.4 of [36], each of P+
satisfies one of the following three alternatives:

(i) Tt is not compact in 2" x 2" x R;

(i) It contains a point (m,, mc, xx) With x. # X1;

(#11) It contains a point (m, + g, m. + ¢, x), where 0 # (5, ¢) € 2 with 2 being
a closed complement of N(D(p,c)]:(mp,mc, Xl)) span{(p1,¢1)} in 2" x Z". We
take (see (63))

L
% = {(p, ) e X x X ‘ 0= /[ﬁl(x)p(x) + ¢ (x)e(z)] dx

0

/L{ 1me ( )+c(x)} cos( L)dx}
0

If alternative (i) occurs, then . is a bifurcation value, which is impossible (this
can be proved as in the proof of (c) above). If alternative (%ii) occurs, then we
integrate by parts:

:/L[ 1me (z) + é(z )} cos(%)dw
0
i/L{lepQ P (x )+5/($):| 5111(L)dx>0
0

and reach a contradiction. Thus, according to alternative (i), P* are not compact
in 2 x Z xR. This means that they are unbounded in 2 x Z" x R by the elliptic
regularity theory. By Remark 1, if x is bounded, then (p, ¢) is also bounded. Thus,
the projection of each of P+ on the y-axis is unbounded. Since P* are connected,
the projection must be an interval of the form [a,c0) with a < ¥;. This completes
the proof of (d) and thus of Theorem 5.3. O

(72)

5.1. Behavior of monotone solutions of (53), (56) as y — oco. Let (p,¢) be a
solution of (53), (56) satisfying p’ < 0 and ¢’ < 0 on (0, L). By Theorem 5.3, such
a solution is guaranteed to exist for y > Xi.

Theorem 5.4. As x — 00, p concentrates at x = 0, that is,

pl) = pocl) = Lm,b(x) (73)
in the sense of distribution, and
_ Nemel (e, AeLa)
C((E) — Coo(fL') = m (6 + e ) (74)

uniformly on [0, L].

Proof. Since p is decreasing and fOL p(z)dx = Lm,, then for any small ¢ > 0, p
is uniformly bounded on [e, L] as x — oo. Then by Helly’s compactness theorem,
after passing to a subsequence of y — oo, p(x) converges to some function, which
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we denote by peo(z), for all z € (0,L]. If we show that poo(x) = 0, Vz € (0, L],
then (73) holds without passing to a subsequence.
On the other hand, after integrating the second equation in (53), we have
L

¢(x) = - / ee(€) — 7pplE)] de (75)

x

and since fOL c(z)dxr = Lm, c(z) is bounded in C[0,L] as x — oo. Therefore,
by the Arzela-Ascoli theorem, after passing to a subsequence of x — oo, ¢(z)
converges to some function, which we denote by ¢ (), uniformly on [0, L]. If we
show that ¢, is given by (74), then the convergence in (74) holds without passing
to a subsequence.

Next, we integrate the first equation in (53) and differentiate the second equation
in (53) to obtain

@'+ (D ) ¢ =0 on 1)

ve

d0)=d(L)=0.

(76)

If there exists g € (0, L] such that poo(zg) # 0, then (%?,(C/) - %> — 00 as

X — oo uniformly on [0,z¢]. Then, by the Sturm oscillation theorem applied to
(76), ¢’ changes sign on (0,xg) for large x, which contradicts the monotonicity
assumption. We have thus shown that po, =0 on (0, 1].

Finally, we integrate (75) to obtain

e(x) = e(L) + / dn / ee(€) — 7pplE)] d.

Taking the limit in this equation as Yy — oo and using the Lebesque dominated
convergence theorem, we have

L L
oo (@) = oo (L) + / dn / Yeon(€)dE, 3 € (0, .

x

Hence,
{ el — YeCoo =0 on [0, L],
(L) =0.
This and the fact that fOL Coo(x) dz = Lm, imply (74). O

5.1.1. Numerical Examples. The purpose of this section is to illustrate the state-
ment of Theorem 5.4. To this end, we consider the 1-D version of the system (2),

+ Cx))z = VPza,
{pt x(pQ(ca)) p (77)
Ct = Cgx — V€ + YoP>

with @ given by (55) and subject to the homogeneous Neumann boundary condi-
tions and the following initial data:

p(x,0) =1+ 0.05x1 cos(mz), ¢(z,0) =14 0.05cos(rz), (78)

prescribed on the interval [0,1]. In the numerical experiments below, we choose
v =1, =7, =1 (thus by formula (63), Y1 = 1+7?), take either small (xy = 1.2x1),



78 A. CHERTOCK, A. KURGANOV, X. WANG AND Y. WU

intermediate (xy = 12y1) or large (x = 1200%;) chemosensitivity constant, and
run the simulations until the computed solutions reach their steady states. The
resulting monotone steady-state solutions (both p- and c-components) are plotted
in Figure 6. These results clearly illustrate that the studied solutions converge to
the corresponding analytical steady states, and as x — co, p concentrates at z = 0
and blows up there, while ¢ remains bounded.

small x small x
2=
I~ ‘\\'\‘ t=0
= =
X Ka¥
Q o
0
0 02 04 06 08 1 0 02 04 06 08 1
X X
intermediate x intermediate x
60 1.6
L t=0 t=0
2 it ISR gt
fa3 : I Nt
\o.'20|l T S~ G0
\ 1 \-—:\‘\—:—\__“
OE===———r= 0.8 it
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X X
large X large X
100 1.6
t=0 t=0
—_ - — —t=0.05 14 - - -t=0.05|]
o5l == t=0.7 IS P T =0.7 ||
x X 1.2 ..
g7 AR e
I 1 N
0 08 il
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
X X

FIGURE 6. Monotone steady states.

5.2. Stability of bifurcating solutions near (m,,m, x1). We shall now show
that the bifurcating solutions of (53), (56) (mentioned in Theorem 5.2) are asymp-
totically stable provided the coefficient ~. is not too large. Before doing so, we need
to determine the direction in which the bifurcation curve turns.

By Theorem 1.7 from [11],

(p1(s,x),c1(s,x)) — (mp,me) — s <>_<1me/(0), 1> cos(%) € L Vs e (-9,0),

14

where 2 is defined in (72). Furthermore, if Q is C®-smooth, then the operator F
defined in (58) is C*-smooth and hence, by Theorem 1.18 of [11], (p1,c1,x1) is a
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C3-smooth function of s. Thus, we can write the following expansions:

OS(L;) + 821 () + 839 (x) + o(s%),
c1(s,x) = mc+scos(7TL ) + 5201 (2) + s3pa(x) + o(s%), (79)

S)Zlme/(O) c

pi(s,x) =m, + >

x1(s,2) = x1 + sKa2 + K5 + 0(32),

where (V1, p1) € Z, (2, 02) € Z, and the o(s*) in the expansions for p; and ¢; are
with respect to the H?-norm, and K5 and K3 are constants. Since fOL p1(s,z)dx =
Lm, and fo c1(s,x)dr = Lm,, fo Yi(x)dr = fo i(x)dr = 0 for i = 1,2. Also
note that ¥; and ; satisfy Neumann boundary COHdlthnb.

We also make additional assumptions on the chemotactic flux function @ (satis-
fied, for example, by (55)):

Q"(0)=0, Q"(0) <0, (80)
so that its Taylor expansion reads
Q) = @ u+ L 4 o)

and substitute (79) into the p-equation in (53) to obtain

, (xlme’(O) cos () + svn (@) + 5% () + 0(82)),,

v

=(x1+sK2+ $?Kg + 0(82))
. [ (mp + sam,Q'(0) COS(%) + 5%y () + s3a () + 0(33)>

v (81)
. (cos(w—;) + sp1 () + s%pa () + 0(52)>/
- <Q’(0) + L (cos(FF)) 4 560 + 26h(a) + o<s2>}2 ¥ o<s3>> ] .
Collecting the O(s) terms in (81), we obtain
v, xam,Q( TE e\
Fo =T : (COS(L> (s(7)) ) " (82)

"
Kom, (cos(%)) + X1m,pY -

Substituting (79) into the c-equation in (53) and using the fact that y.m. = v,m,,
we obtain

(cos(E ) + sp01(z) + s%pa(x) + 0(52)>”
+Ye (cos<7TL ) + 51 (x) + s%pa(x) + 0<52))
, (ler;Q(O) cos(T0) + st (a) + s () + 0(52)) —0. (83)
Collecting the O(s) terms in (83) gives
— @ + 71 — Vb1 = 0. (84)
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Multiplying (84) by cos(”—f) and integrating by parts, we have

1 R PR

On the other hand, recall that (11, ¢1) € £, which together with the first formula
n (63) leads to

O/LK >¢1+%<P1} cos L‘T) dz = 0,

which, in turn, together with (85) implies

/Lwl cos(%) dr = /Ltpl cos(%) dr = 0. (86)
0 0

Now multiplying (82) by cos(ZZ), integrating with respect to  and using (86), we
obtain

/L ( 1mp901> COS(%) dx
0
: ”/ (o G o) [ (o) ()
0

0

0

from which it follows that K5 = 0.
Next, gathering the O(s?) terms in (81), we have

gt (s (o () ) + rmst

- " ra\y/]° I
sl (o] )
+ M ((p’l cos(%)) + K3my, (COS(WLx>)

Note that (86) also holds with v and ¢ replaced by 19 and 2, respectively. This

enables us to eliminate 1 and ¢, from (87) after the multiplication by cos(Z%) and
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integration by parts, so that we obtain

L /

= (on o)) ()

+K3mp/(cos<7;—x))”cos(%) dx. (88)

Observe that integration by parts yields

G R Ty P o P

and

[ (e [ )or
0

0

Multiplying (82) by cos(2%), integrating with respect to z and taking into account
that Ko = 0, we have

L

L
v " 2w B 1me / 2rx
Q') /1/}1 COS(L ) dr = cos? cos| —— dz
0

0
- 2rx
+x1m, [ ¢ cos I dz.

0

Integrating by parts the above integrals and evaluating the first integral on the

RHS, yields
2 Cm, Q' (0)L r 2
T Xim _ e
( . >dzz: _Xi PSV + X1m, /<p1 cos<L >dz. (91)
0

Multiplying (84) by cos(zzm) and integrating by parts, we have

L L
’Yp/% COS(T) dx = ( )/apl cos( )da:.
0 0
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This together with (91) leads to

L
2 o cL2 2 / L
/<P1 cos(?) dx = Xy +7)Q'(0)

2472y ’
(92)

0
L
2 X1(7eL? + 72) (7. L? + 47%)Q'(0)
— | dz = .
/¢1 cos( L > v 24m2vy,L
0
Finally, combining (92) with (88)—(90), evaluating the second and the last integrals
in (88), and using the relation (63), we obtain

(v.L? +7r2)2 (2%2 ’Yc) 77462’”(0)1 . (93)

2 ('VCLQ + 772)” & T Y)
37§m,2)

Kam,m = 87,Q'(0) L O'(0)L

Our assumptions on @, (54) and (80), guarantee that the last term on the RHS of
(93) is positive. Therefore, the cubic polynomial in 7, inside the bracket in (93)
has only one root, which we denote by ~} = ~v}(L,v,,m,, Q'(0),Q"(0)) > 0, and
we conclude that

L2

sgn(K3) = sgn(y7 — )
Thus, we have proven the following theorem:

Theorem 5.5. Assume that the function Q is C°-smooth and satisfies (5/) and
(80). Then, the bifurcation curve (studied in Theorem 5.3) at (m,, me,X1) turns
to the right if v. € (0,7) and to the left if v. € (¥, 00). Also, x;(0) = 0 and
sgn(x1(0)) = sgn(vs —7e)-

Two typical bifurcation curves, illustrating the results of Theorem 5.5, are schemat-
ically presented in Figure 7.

We now study the stability of the bifurcation steady states (pi(s,x),c1(s,z)) for
s € (=0,9), 6 > 0. In order to prove that they are asymptotically stable, we need
to show that the real part of any eigenvalue A of the following eigenvalue problem
is positive:
—vp" +x1(5) (pQ(c1 (5, 2)) + p1 Q' (¢ (s, 2))) = Ap, x € (0, L),
—" +yec—pp = A, x € (0,L),
§(0) = (L) = ¢(0) = (L) =0,
fOL p(z)dz = 0.
Note that when s = 0, 0 is an eigenvalue and the corresponding eigenspace is
N (Do) F(my, me, X1)) = span{(p1,¢1)}. To study small eigenvalues of (94) when

s # 0, we need to first use the eigenvalue perturbation result of [12, Corollary 1.13].
To fit into the abstract framework of [12], we define K : 2" x 2" — % x # xR by

1 L
P‘E/O plw) da

Cc

0

(94)

K(p.c) =

so that K is linear and bounded, and consider the following eigenvalue problem:

Dp.e)F(pr,c1sxa(s))(p, ) = AK(p,¢),  (p,e) € 27 x 2. (95)
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Obviously, (94) and (95) are equivalent (see (59)).
We first prove that A = 0 is a “simple eigenvalue” of (D(p7c)]-'(mp,mc7)21),lC),
which, according to [12], implies that

(1): DpoyF(mp,me,x1) + £ x X — % x # x R is Fredholm with zero index
and has one-dimensional null space (this has been proved in Lemma 5.1);
(ii) K:(ﬁla El) ¢ R (D(p,c)]:(mpa Mme, Xl))
Proof. Assume that (ii) is not true. Then, there exists (p,c) € £ x £ such that

—vp” + X1m, Q' (0)c” = pu, z € (0,1L),
—" +yec —vpp = €1, x € (0,L),
J(0) = /() = ¢(0) = ¢(L) =0,

fOL p(z)dx = 0.

Integrating the first equation in the above system and using the formula for p; in
(63), we obtain

B x1m,Q'(0)L? T
—vp+ x1m,Q'(0)c = —7’;772 cos(f) ;
and hence
2 L2 1 2
—_— % =7 +u(7rQ+ v)m cos(ﬂ-—Lgc)7 z € (0, L),
(0) = (L) =0,
which contradicts Fredholm Alternative. O

Now, it follows from Corollary 1.13 in [12] that there exist real-valued and C-
smooth functions x — A1(x) (x is in a neighborhood of ¥1) and s € (=4, ) — Aa(s),
where A1 (Y1) =0, A2(0) =0, A1(x) is a real eigenvalue of

D(p,c)]:(mpvmcaX)(p7 C) = )‘Ic<p7 C)7 (pa C) € x '%/'a (96)
and Aa(s) is a real eigenvalue of (95). Moreover, for any fixed neighborhood of the
origin of the complex plane, A; () is the only eigenvalue of (96) in that neighborhood

(the analogous assertion can be made for Aa(s)).

Next, we use the dot-notation for the differentiation with respect to x and com-
d\y

a X=X1
written as (p(x, ), ¢(x, z)), which, by [12], depends on x smoothly and is uniquely
determined by

(p(Xl,I),C(Xhl‘)) = (ﬁ1($)751(1')), (p(X7x)vC(X7x) - (ﬁl(l‘),él(l’)) €.
Differentiating (96) with respect to x and then setting x = 1, we obtain
—vp" + x1m,pQ'(0)¢ +m,Q(0)¢ = M (x1)m, @ € (0,L1),
—c'”+'ycé—*ypp = )\1()21)61, x € (O,L),
§#(0) = /(L) = &(0) = ¢(L) = 0.

pute A (Y1) = . The eigenfunction of (96) corresponding to A;(x) can be

Multiplying the p-equation by ¢ and the ¢-equation by vr2e;/(L?7,), adding the
resulting equations, integrating with respect to x over [0, L] and using (63), we
arrive at ) )
. L+ (1+v)rm
—m,Q ()% = A (1) “(Y ) ;
P
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which implies that A;(x1) < 0.
Now, by Theorem 1.16 in [12],
Lm0

=1
s—0 )\2(8)

This, together with Theorem 5.5, implies that for s € (—4,9), s # 0,

sgnAz(s) = sgn(v; — Ve)- (97)

Theorem 5.6. Assume all the conditions in Theorem 5.5 hold. For s € (—46,0),
s # 0, the steady state (p1(s,x),c1(s,x)) is asymptotically stable within the class of

functions (p, ¢) with fOL p(z)dx =m, if v. € (0,7}) and unstable if v. € (v}, 0).

Proof. The instability in the case of v, € (7%, 00) immediately follows from the
negative sign of Aa(s), established in (97).

To show the stability in the case of 7. € (0,77), we just need to show that given
a small neighborhood of the origin of the complex plane, (94) does not have an
eigenvalue which has a negative real part and which is outside of this neighborhood.
This would follow from the standard eigenvalue perturbation theory if we can show
that the limit of (94) as s — 0, that is, the eigenvalue problem

—vp” + x1m,Q'(0)c”" = Ap, z € (0,L),
—" + . — 0 = Ac, x € (0,L),
o(0) = /(L) = ¢(0) = (1) =0,

foL p(z)dz =0

(98)

has no nonzero eigenvalues with nonpositive real parts. To this end, we expand p
and c as follows:

oo

plx) = kz:oak cos(l?) , clz)= ]ibk cos(lm;:) ;

where ag = 0 because fOL p(x)dx = 0. Then

(99)

vk*r?ay — xim,Q'(0)k*72b, = A\L2ay,
k*m2by, + v.L?by, — v,L%ay, = A\L?by,

and A is an eigenvalue of (98) if and only if there exist k > 0 and (ag, by) # (0,0)
such that (99) holds, which is equivalent to

LN — L? (1 + v)k*7® + 7. L) A+ vk>n® (k*r? + 7. L?) — x1m, Q' (0)k*n~,L* = 0.
Thus, any nonzero eigenvalue A\ must have a positive real part. O

We surmise that if 7. € (0,7%), then all nontrivial solutions of (53), (56) on
the bifurcation curve P are asymptotically stable, while if 7. € (v, 00), then the
nontrivial solutions of (53), (56) on P, which are not near the bifurcation point
(mp, me, X1) are also asymptotically stable, see Figure 7.
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X xZh X xZh stable
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\ _
1 (m'pa me, Xl)
X unstable,’ X
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-

(7np7 me, Xl)

stable

Ve < e > A stable

FIGURE 7. Stable (solid line) and unstable (dashed line) parts of
typical bifurcation curves.

5.3. Nonmonotone steady states on (0,L). In this section, we provide a few
examples of how to construct multi-spike solutions of (53), (56) using the mono-
tone solutions, discussed above, and the reflection argument. We also numerically
demonstrate that these solutions may emerge as steady-state solutions of a time-
dependent IBVP for the system (77), (55) and conduct their experimental stability
study.

Example 1 — Double boundary spike steady states. Given m, > 0, let (p, c)
be a positive decreasing solution of (53) on (0, L/2) with fOL/2 p(x)dx = Lm,/2.
Extending (p, ¢) by reflecting it about @ = L/2, results in the function, which is a
solution of (53) satisfying (56) and increasing on (L/2,L).

Example 2 — Single interior spike steady states. Given m, > 0, let (p,c)
be a positive increasing solution of (53) on (0, L/2) with fOL/2 p(z)de = Lm,/2.
Reflecting this solution with respect to x = L/2, we obtain a solution of (53)
satisfying (56) and decreasing on (L/2, L).

Obviously, we can produce steady states with arbitrary many boundary and
interior spikes. The stability of each of these non-monotone steady steady states is
the same as the stability of the monotone ones (which we use as building blocks),
within the class of functions that have the same symmetry as the non-monotone
steady state. However, if the perturbation does not have the same symmetry as the
corresponding steady-state solution, the limiting (as ¢ — 0o) solution may have a
completely different structure. To illustrate these results numerically, we consider
a particular example, in which the system (77), (55) with different values of the
chemosensitivity constant y and subject to the homogeneous Neumann boundary
conditions is numerically studied on the interval [0,1]. Here, @ is given by (55),
and v =, =7, = 1.

We first consider the initial data

p(x,0) =1+ sy2cos(2mz), c(x,0) =1+ scos(2mx),

with ¥o = 1 + 472 (see (63)) and the small parameter s = £0.01. We take either
the small xy = 1.2y2 or the intermediate x = 12¥2. Taking s = 0.01 leads to the
convergence towards the numerical steady-state solution, whose p-component con-
tains two boundary spikes, see Figure 8. Such solution corresponds to an analytical
steady state described in Example 1. Switching the sign of s to s = —0.01 leads
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to the convergence to a different steady state with only one interior spike in the
p-component of the solution, see Figure 9. This corresponds to the single interior
spike steady-state solution described in Example 2. We note that in both cases,
the obtained non-monotone steady-state solutions are stable under small numerical
perturbations present in every numerical computation.

small X intermediate X
357
\ =0 h 50 =0
30\ - - -t=03 / - - -1=03 i
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25K I 40
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= 2\ i = 30
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FI1GURE 8. Double boundary spike steady states.
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FIGURE 9. Single interior spike steady states.

We then consider the following initial data,
p(x,0) =14 0.01x3 cos(3mz), c¢(x,0) =1+ 0.01cos(3mx), ¥3=1-+972, (100)

where p(z,0) has two local maxima and two local minima on the interval [0, 1].
We take a small chemotaxis sensitivity constant y = 1.2y3 and compute numerical
solutions on two different uniform grids with Az = 1/201 and Az = 1/200. The
p-component of the solution obtained with Az = 1/201 is shown in Figure 10. As
one can see, this numerical solution preserves the symmetry of the initial datum.
The other solution (the one computed with Az = 1/200) is presented in Figure 11.
In this case, the solution preserves its initial symmetry for some time (in fact, if one
stops the computation at time ¢ = 1, one may conclude that the numerical solution
had already reached its symmetric steady state by that time). However, at later
times, the symmetry gets destroyed and the resulting steady-state solution has only
one boundary spike at x = 1. The reason why the two numerical solutions are so
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different is in the fact that 201 is divisible by 3 while 200 is not. Notice that in the
latter case, the grid does not correspond to the data symmetry, which leads to the

lack of symmetry in numerical perturbations, which in turn causes the break of the
solution symmetry for large t.

Ax=1/201 Ax=1/201

t=0 ’.

p(X,)
p(x,t)

p(x,b)
p(x,b)

FIGURE 10. Numerical solution of the IVP (77), (55), (100). Solution
symmetry is preserved on a grid with Az = 1/201.

6. Multidimensional steady-state solutions. In the d-dimensional case, d > 2,
we can also obtain a local bifurcation result, which is an analogue of Theorem 5.2.
This can be done by slightly modifying the preliminaries and the proof of Theorem
5.2. First, we take 2" = {u € W?P(Q) | 9%|sq = 0} and % = LP(Q) with a fixed
p > d. Then, N'(D, ¢ F(m,, me,x)) # {0} if and only if M — . is one of
the positive Neumann eigenvalues, which we denote by ux, k = 1,2,.... Next, let
¢k () be a Neumann eigenfunction associated with py,

pute) = 22020, o) and = Dt

Then, Theorem 5.2 with cos(kzx) replaced by ¢x(x) holds for any k > 1 such that
the Neumann eigenvalue space corresponding to u is one dimensional.
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Ax=1/200

t=0

p(x.t)

p(x.0)

FIGURE 11. Numerical solution of the IVP (77), (55), (100). Solution
symmetry is destroyed on a grid with Az = 1/200.

For instance, in the special 2-D case with Q = (0, 2) x (0, 1), the positive Neumann
eigenvalues are (the number of repetition equal to the dimension of the eigenspace):

72
4
2
572
4
272

o

11111

e
{cos(mz), cos(my)}
cos(%x) cos(my)

cos(mx) cos(my)

cos 3rx
2

(101)

In this special case, every Neumann eigenvalue, either repeated or not, gives rise to
a bifurcation point, since a repeated eigenvalue produces bifurcating steady states
depending on only one spatial variable. We mention that since the boundary of the
square is not smooth, the Neumann boundary condition has to be interpreted in
the weak fashion via first Green’s identity in the standard way.

In the remaining part of this section, we perform an extensive numerical study
of 2-D steady-state solutions. We consider the IBVP (10) with v =, =7, =1, Q
given by (5), and choose different values of x and different sets of initial data. As
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we shall see, multi-spike solutions do arise but further rigorous analysis of the 2-D
chemotaxis system is needed to fully understand the development, evolution and
stability of these complicated solutions.
First, we numerically study the case corresponding to the Neumann eigenvalue
51

U3 = Tz (notice that for smaller eigenvalues the corresponding steady states are

quasi 1-D, see (101)). We take x = 10u3 and the initial data
p(z,y,0) =1 — 0.01u3 cos (%I) cos(my),

(102)
e(x,y,0) =1 —0.01cos (%x) cos(my),

prescribed in the domain © = [0,2] x [0,1] (see Figure 12). The solution of this
IBVP is expected to develop two spikes at two opposite corners of Q, (2,0) and
(0,1). Indeed, the numerical steady state computed on the uniform grid with Az =
Ay = 1/100, shown in Figure 12, meets the expectations.

@: initial data c: initial data
1.1-
1.005 -
B S g S g
0.995 .
0.9
1 1
0.5 1 2 0.5 ’ °
0 0 0 0
@: steady state c: steady state
4000 , .
3000{ \ |
2000 - 2.

1000 -

1

FIGURE 12. Double corner spike emerging out of the symmetric initial
data (102).

Next, we modify the initial data to
T\ . ™
p(z,,0) =1 — 0.01p3 cos (7) sin(ry), c(z,y,0) =1 — 0.01 cos (7> . (103)

and consider the IBVP (10), (5), (103) on the same domain © = [0,2] x [0,1]. The
shape of the initial data, shown in Figure 13, suggests that now the solution is
expected to develop only one spike at (2,0.5), which is the middle of the edge of Q.
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The obtained numerical steady-state solution, computed on the uniform grid with
Az = Ay = 1/100, confirms the conjecture, see Figure 13.

@: initial data ¢: initial data

@: steady state

|

5000 -
4000 -
3000 -
2000 .-
1000 -

FIGURE 13. Single boundary spike emerging out of the initial data (103).

In the next experiment, we take x = 100 and consider the IBVP (10), (5) in the
same domain Q = [0, 2] x [0, 1], but subject to different initial conditions,

p(.0) = c(z,9,0) = 100 + cos (5 ) sin(ry), (104)

shown in Figure 14. In this case, one can also expect the solution to develop spikes
at the locations of initial local extrema. However, the numerical solution, computed
on the uniform grid with Az = Ay = 1/100, behaves in an unpredictable way: it
develops one large interior spike and two smaller spikes at the opposite sides of 2,
and an additional smaller spike at the middle of the third side of 2, see Figure
14. Tt is instructive to compare the above solution with another numerical solution,
computed on a slightly finer uniform grid with Az = 2/201 and Ay = 1/101. The
large spike seems to be located at the same interior point (its height is slightly
different though), but we now have four additional smaller spikes: two of them
are located at the opposite sides of €, and two (even smaller) ones emerge at the
corners (2,0) and (2,1). This five-spike steady-state solution is presented in Figure
15. The obtained results demonstrate that small numerical perturbations of initial
data may lead to quite different solution structures.

The last example suggests that steady states may have quite complicated spiky
structures. To further investigate this, we numerically solve the IBVP (10), (5) with
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@: initial data c: initial data
100.5- 100.5.
100 - ﬂ ‘ 100 - ﬂ ‘
99.5. - 99.5. ”
1 1
05 ] 2 0.5 ] 2
0 0 0 o
X 104
@ steady state c: steady state
13
10 -
8.
B-
4.
2.

—_

FIGURE 14. Four-spike structure emerging out of the initial data
(104) using Az = Ay = 1/100.

4
X 10

0: steady state c: steady state

15. 160 -

140 - ‘

120 -
100 -

0.5

00

FIGURE 15. Five-spike structure emerging out of the initial data (104)
using Az = 2/201, Ay = 1/101.

X = 50 in a larger square domain 2 = [0,10] x [0, 10] with the initial data
p(z,y,0) =140, c(z,y,0)=0, (105)

where o is a random variable uniformly distributed in [—0.1,0.1]. The numerical
solution develops a stable multi-spike structure, see the obtained numerical steady
state plotted in Figure 16. This result suggests that the studied chemotaxis system
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with a saturated chemotactic flux function can be used to model solutions with mul-
tiple spikes (both interior and boundary ones) appearing in real biological systems.

@: steady state c: steady state

400 -
300 -
200 -
100 -

10

FIGURE 16. Multi-spike structure emerging out of the random initial
data (105).

Appendix A. The numerical results presented in this paper are obtained using a
second-order positivity preserving upwind scheme, which is a straightforward ex-
tension of the hybrid finite-volume finite-difference method developed in [8]. In this
section, we briefly describe a 2-D version of the scheme for the chemotaxis system
(2).

We introduce a Cartesian mesh consisting of the uniform cells C , = [:rj;% , xj+%]
X [Yr—1, Y4 1] of the size AzAy centered at (z;,yx). The computed quantities are
the cell averages of cell density p,

1
pia®)i= x| [ ot Ay,
Cjk

and point values of the chemoattractant concentration ¢, ¢; x(t) = c(x;, yx, t), which
are evolved in time according to the semi-discrete scheme:

Y Y
dose _ e ~Hign Hiwy ~ iy
ﬁjfl’k — 2ﬁ]7k3 + ﬁj+1,k ﬁj,k;fl - 2ﬁj,k + ﬁj,k+1
v : Al
- ( (Az)? + (Ay)2 (A1)
dcj,k _Ci—1k — 2¢j K + Cit1,k Cik—1 — 2Cj k + Cj k41 B
dt (Azx)? (Ay)? VeCik + VpPjk-

Here, H;’c 1, and H]y jy1 are the following upwind numerical fluxes:
2 w2

&

B Cj+1,k — Cjk 1 _ Cjk+1 — Cjk
Hf+%7k = ijJr%,le (Ax ) ) H;I’,CJF% = ij,k+§Q2 (Ay ) , (A2)
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where 1 and Q3 are the components of the vector function Q (see (3)) and

. Cj+1,k — Cjk
e it Qu (A5 s,

Pjtik = Az
p}’Yk , otherwise,
. Cjk+1 — Cjk
N .kt Js
P, i Q2 (A) >0,
Pik+s = 4
pJSzy k> otherwise.
. E (W,N,S) . . . - .
The point values Pik are obtained using the piecewise linear reconstruction

p(x,y) = pix + (pe)jk(x —25) + (py) ik (¥ — Uk), (z,y) € Cjk,

with the slopes (pz);,x and (py);x calculated using the minmod2 limiter:

(pz)j x = minmod (2 Pit1k = Pik Pitlk = Pj-Lk o Pik — Pj1,k>
T)3,k — ,

Ax ’ 2Ax ’ Ax
(py);5 = minmod (2 ﬁj,kJrlA; Pk ﬁj,k+12;yﬁj,k—1 o Pik —AZj,k1> 7
where the minmod function is defined by
min(zy,22,...,2m), ifz>0Vi=1,...,m,
minmod(z1, 22, ..., 2m) = § max(21,29,...,2m), ifz <0Vi=1,...,m,
0, otherwise.

Thus,
p?ik: = ﬁ(‘rj+%7yk:)7 py,\;c = 5(371‘7%7%), pé\fk: = ﬁ(xj7yk+%)7 pjs',k = ﬁ(xjvyk:—%)'

Remark 4. Notice that in the above formulae, the quantities pjx, cjx, HY

J+ 5.k’
E (W,N,S .~
HY o1 Pirdes Pikrds pEV NS (p4) ks (py)j and the function p(z,y) depend

on time, but we suppress this dependence for brevity.

Remark 5. The semi-discrete scheme (A.1) is a system of time-dependent ODEs,
which has to be integrated numerically using a stable and accurate ODE solver.
In this paper, we have used a third-order strong stability preserving (SSP) Runge-
Kutta method from [13]. The efficiency of the fully discrete method can be improved
by applying an SSP implicit-explicit Runge-Kutta method (see, e.g., [16] and refer-
ences therein), as discussed in [8].

Remark 6. The 1-D version of the numerical method used in the paper can be
easily reduced from the 2-D scheme described above.
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