
Journal of Computational Physics 333 (2017) 160–179
Contents lists available at ScienceDirect

Journal of Computational Physics

www.elsevier.com/locate/jcp

Three-dimensional shallow water system: A relaxation 

approach

Xin Liu a,∗, Abdolmajid Mohammadian a, Julio Ángel Infante Sedano a, 
Alexander Kurganov b,c

a Department of Civil Engineering, University of Ottawa, Ottawa, ON K1N6N5, Canada
b Department of Mathematics, Southern University of Science and Technology of China, Shenzhen, 518055, China
c Mathematics Department, Tulane University, New Orleans, LA 70118, USA

a r t i c l e i n f o a b s t r a c t

Article history:
Received 29 May 2016
Received in revised form 16 December 2016
Accepted 17 December 2016
Available online 30 December 2016

Keywords:
Three-dimensional shallow water equations
Central-upwind scheme
Relaxation approach
Well-balanced
Positivity preserving
Finite-volume method

We study a three-dimensional shallow water system, which is obtained from the three-
dimensional Navier–Stokes equations after Reynolds averaging and under the simplifying 
hydrostatic pressure assumption. Since the three-dimensional shallow water system 
is generically not hyperbolic, it cannot be numerically solved using hyperbolic shock 
capturing schemes. At the same time, existing simple finite-difference and finite-volume 
methods may fail in simulations of unsteady flows with sharp gradients, such as dam-
break and flood flows. To overcome this limitation, we propose a novel numerical method, 
which is based on a relaxation approach utilized to “hyperbolize” the three-dimensional 
shallow water system. The extended relaxation system is hyperbolic and we develop a 
second-order semi-discrete central-upwind scheme for it. The proposed numerical method 
can preserve “lake at rest” steady states and positivity of water depth over irregular bottom 
topography. The accuracy, stability and robustness of the developed numerical method is 
verified on five numerical experiments.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Two-dimensional (2-D) depth-averaged shallow water equations (SWEs) have been widely used in studying various hy-
drodynamic phenomena including dam-break flows, flood waves, and tidal flows among others. The popularity of the 2-D 
SWEs hinges on the following facts. First, they are substantially simpler than the three-dimensional (3-D) Navier–Stokes 
equations and thus can be more efficiently solved numerically. At the same time, the 2-D SWEs are capable of describing 
the main features of the water flow in regimes when the wave lengths are much larger than the water depth. Since the 2-D 
shallow water system is a hyperbolic system of balance laws, it can be accurately solved using the finite-volume methods, in 
particular, Godunov-type schemes, which are designed to capture both shocks and contact discontinuities. For applications of 
Godunov-type schemes to the 2-D SWEs, we refer the reader to, e.g., [3,4,10,16,22,25,29,34,40,50,56] and references therein.

A major drawback of the 2-D SWEs is that they are depth-averaged and thus do not take into account any vertical 
variation of the water flow. The 3-D shallow water system, proposed in [6,7], is still substantially simpler than the 3-D 
Navier–Stokes equations, and unlike the 2-D SWEs it can predict the vertical distribution of primitive variables, information 
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on which is essential in many practical cases. Therefore, the 3-D SWEs have recently attracted a lot of attention as a more 
accurate alternative to the 2-D SWEs; see, e.g., [2,9,12,13,17,24,33,35,36,44,51].

After Reynolds averaging and under the simplifying hydrostatic pressure assumption, the 3-D SWEs with constant density 
and free surface are derived from the 3-D Navier–Stokes equations. The governing equations have the following form [6,7]:

ux + v y + wz = 0,

ut + (uu)x + (uv)y + (uw)z = −gηx,

vt + (vu)x + (v v)y + (v w)z = −gηy,

(1)

where t is the time; x, y and z are the spatial coordinates; u(x, y, z, t), v(x, y, z, t) and w(x, y, z, t) are the velocity com-
ponents in the x-, y- and z-directions, respectively; g is the gravitational acceleration; and η(x, y, t) is the water surface 
elevation. The system (1) together with either kinematic or dynamic boundary conditions for η constitute a closed system 
of equations for u, v , w and η.

In order to avoid the difficulties with applying the boundary conditions on the free surface and representing the irregular 
bottom, we follow the approach in [6,7,43] and replace the vertical coordinate z with the σ coordinate, which normalizes 
the vertical dimension to unity by the following transformation:

σ = z − η(x, y, t)

D(x, y, t)
,

in which σ is the transformed vertical coordinate that varies between −1 and 0, and D(x, y, t) is the depth of the water 
column computed by

D(x, y, t) = η(x, y, t) − h(x, y),

where h(x, y) is the bed level. Accordingly, the governing equations (1) can be written in the following form:

ηt + (Du)x + (D v)y + �σ = 0, (2)

(Du)t +
(

Du2 + g

2
D2
)

x
+ (D vu)y + (�u)σ = −g Dhx, (3)

(D v)t + (D vu)x +
(

D v2 + g

2
D2
)

y
+ (�v)σ = −g Dhy, (4)

where � represents the vertical velocity in the σ -direction, which is related to w through

w = � + u (σ Dx + ηx) + v
(
σ D y + ηy

)+ (σ Dt + ηt) .

To close the system (2)–(4), we apply the kinematic boundary conditions, namely, �(x, y, σ = −1, t) = 0 and �(x, y, σ =
0, t) = 0, and integrate equation (2) with respect to σ from −1 to 0 to obtain

ηt +
⎡⎣ 0∫

−1

Du dσ

⎤⎦
x

+
⎡⎣ 0∫

−1

D v dσ

⎤⎦
y

= 0. (5)

Note that equation (2) is an elliptic equation for �, since using the same kinematic boundary conditions, one can rewrite 
equation (2) by integrating it with respect to the σ -coordinate as follows:

�(x, y,σ , t) = −
σ∫

−1

[
ηt(x, y, t) + (Du)x(x, y, ξ, t) + (D v)y(x, y, ξ, t)

]
dξ. (6)

The 3-D shallow water system (2)–(5) has been intensively studied and several finite difference (see, e.g., [2,11,12,17,24,
33,35,36,44,51]) and finite-volume (see, e.g., [9,13]) methods for (2)–(5) have been developed. However, these methods are 
only applicable to smooth solutions, and thus they may fail when unsteady flows with sharp gradients such as dam-break 
and flood flows are simulated. This problem significantly limits the applicability of the 3-D SWEs in many problems of in-
terest. To overcome this difficulty and extend the applicability of 3-D SWEs, one potential way is to develop shock-capturing 
methods for this model (this class of methods cannot be directly applied to the 3-D shallow water system, which is not 
hyperbolic). In order to address this issue, we propose a relaxation approach inspired by [14,47], where a hyperbolic model 
of compressible two-phase flow was developed using the pressure relaxation, and [1], where an unconditionally hyperbolic 
two-layer SWEs were obtained using the relaxation in two auxiliary layer depth variables. In §2, we present a relaxation 
model of the 3-D SWEs, which replaces the system (2)–(4) with the hyperbolic one that includes an additional equation on 
an auxiliary vertical velocity.

We then develop a second-order semi-discrete central-upwind scheme for the obtained relaxation system. Godunov-type 
central-upwind schemes were developed in [26,27,30,31] for general multidimensional hyperbolic systems. The central-
upwind scheme was extended to the one-dimensional (1-D) SWEs in [25]. A more robust, well-balanced and at the same 



162 X. Liu et al. / Journal of Computational Physics 333 (2017) 160–179
time positivity preserving central-upwind scheme for the 1-D SWEs was developed in [29]. The central-upwind scheme 
for the 2-D SWEs was proposed using both Cartesian [25,29], triangular [10], cell-vertex [5] and unstructured quadrilateral 
[48] grids. These schemes are capable of exactly preserving “lake at rest” steady states and ensuring the positivity of the 
computed water depth. In this paper, we propose a new central-upwind scheme on 3-D prismatic grids and apply it to 
the relaxation model of the 3-D SWEs. Our method, presented in §3, includes a well-balanced discretization of the bed-
slope source term, continuous piecewise linear approximation of the bottom topography and positivity preserving linear 
reconstruction of the water surface: as we show, this ensures both well-balanced and positivity preserving properties of the 
resulting scheme.

Finally, in §4, we present several numerical experiments, where the robustness and high accuracy of the proposed relax-
ation approach and new central-upwind scheme on prismatic grids are illustrated. Some concluding remarks complete the 
paper in §5.

2. Relaxation model

In this section, we construct a relaxation model of the studied system, which is hyperbolic and equivalent to the original 
model in the zero relaxation limit. In §3, we take advantage of the hyperbolicity of the constructed relaxation model and 
numerically solve it using the central-upwind scheme.

In order to obtain the relaxation model, we introduce an auxiliary variable �′ and add a PDE with a stiff source term to 
the original system, in which the variable � is replaced with �′:

ηt + (Du)x + (D v)y + �′
σ = 0, (7)

(Du)t +
(

Du2 + g

2
D2
)

x
+ (Duv)y + (�′u)σ = −g Dhx, (8)

(D v)t + (Duv)x +
(

D v2 + g

2
D2
)

y
+ (�′v)σ = −g Dhy, (9)

�′
t + W ∗�′

σ = −1

ε
(�′ − �). (10)

Here, ε > 0 is a relaxation parameter and W ∗ is a (very) small advection parameter associated with the auxiliary variable 
�′; see Remark 2.1 below.

The system (7)–(10) can be written in the following vector form:

U t + F (U ,h)x + G(U ,h)y + J (U ,h)σ = S(U ,h) + R(U ), U := (
η, Du, D v,�′)T

, (11)

where F , G and J are the fluxes:

F (U ,h) :=
(

Du,
(Du)2

η − h
+ g

2
(η − h)2 ,

(Du)(D v)

η − h
,0

)T

,

G(U ,h) :=
(

D v,
(Du)(D v)

η − h
,
(D v)2

η − h
+ g

2
(η − h)2 ,0

)T

,

J (U ,h) :=
(

�′, (Du)�′

η − h
,
(D v)�′

η − h
, W ∗�′

)T

,

(12)

and S and R are the source terms:

S(U ,h) := (
0,−(η − h)ghx,−(η − h)ghy,0

)T
, R(U ) :=

(
0,0,0,−1

ε
(�′ − �)

)T
. (13)

The relaxation system (7)–(10) can be also written in the following quasi-linear form:

U t + A(U ,h)U x + B(U ,h)U y + C(U ,h)U σ = S(U ,h) + R(U ),

where the Jacobians A := ∂ F
∂U , B := ∂G

∂U and C := ∂ J
∂U are

A(U ,h) =

⎛⎜⎜⎜⎜⎜⎝
0 1 0 0

− (Du)2

(η−h)2 + g(η − h) 2Du
η−h 0 0

− (Du)(D v)

(η−h)2
D v
η−h

Du
η−h 0

0 0 0 0

⎞⎟⎟⎟⎟⎟⎠ ,
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B(U ,h) =

⎛⎜⎜⎜⎜⎜⎝
0 0 1 0

− (Du)(D v)

(η−h)2
D v
η−h

Du
η−h 0

− (D v)2

(η−h)2 + g(η − h) 0 2D v
η−h 0

0 0 0 0

⎞⎟⎟⎟⎟⎟⎠ ,

and

C(U ,h) =

⎛⎜⎜⎜⎜⎜⎝
0 0 0 1

− (Du)�′
(η−h)2

�′
η−h 0 Du

η−h

− (D v)�′
(η−h)2 0 �′

η−h
D v
η−h

0 0 0 W ∗

⎞⎟⎟⎟⎟⎟⎠ ,

respectively. Their eigenvalues are given by

spec(A(U ,h)) =
{ Du

η − h
−√

g(η − h),
Du

η − h
,

Du

η − h
+√

g(η − h), 0
}
,

spec(B(U ,h)) =
{ D v

η − h
−√

g(η − h),
D v

η − h
,

D v

η − h
+√

g(η − h), 0
}
,

and

spec(C(U ,h)) =
{ �′

η − h
,

�′

η − h
, 0, W ∗}.

Remark 2.1. We note that the use of large advection parameter W ∗ will affect the stability restriction on the size of 
time-step, which is inversely proportional to the spectral radii of the matrices A(U , h), B(U , h) and C(U , h). This is the 
reason why we suggest to use a value of W ∗ , which is smaller than ‖ �′

η−h ‖∞ . In all of our numerical experiments, we have 
taken W ∗ = 10−8 that has satisfied this requirement.

In the numerical method presented in the next section, we will solve the relaxation system (11)–(13) using an operator 
splitting approach: We first evolve the solution by solving the propagation system

U t + F (U ,h)x + G(U ,h)y + J (U ,h)σ = S(U ,h), (14)

and then update it according to the (infinitely) fast relaxation step U t = R(U ) with very small ε (or even with ε → 0+).

3. Numerical method

In this section, we present a numerical method for the 3-D SWEs. Notice that even though the system (7)–(10) is 
hyperbolic, one cannot solve it directly since the water surface variable η is independent of σ . We therefore proceed in the 
following four steps:

Step 1 (§3.1). The discharge components Du and D v and the auxiliary variable �′ are evolved by numerically solving equa-
tions (8)–(10) from a given time level t = tn to the next time level t = tn+1 := tn + �tn . The evolved cell averages of �′ are 
denoted by (� ′

i )
∗ since they are to be corrected at Step 4;

Step 2 (§3.2). The water surface elevation η is then updated from the time level t = tn to t = tn+1 by numerically solving 
the depth-averaged equation (5);

Step 3 (§3.3). The vertical velocity component � is computed at the time level t = tn+1 by an appropriate quadrature applied 
to equation (6) using Du and D v computed in Step 1 and η computed in Step 2;

Step 4 (§3.4). The values of �′ at the time level t = tn+1 are then obtained from the relaxation step using the (infinitely) fast 
relaxation.

We note that in Steps 1–4, we have used the first-order operator splitting method. One can improve the order of temporal 
accuracy to the second one by implementing the Strang splitting; see, e.g., [38,39,52].

3.1. Central-upwind scheme for the propagation system (14)

In this section, we develop a semi-discrete second-order central-upwind scheme on prismatic grid for the system (14). 
In fact, as we mentioned in the beginning of §3, we will only use the developed central-upwind scheme to evolve the 
discharge components Du and D v and the auxiliary variable �′ only.
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Fig. 1. A typical prismatic cell with three neighbors.

Our choice of the prismatic grid is motivated by the fact that when working in the σ coordinates, the horizontal domain 
may be arbitrary, while in the vertical direction the domain is always [−1, 0]. We therefore use the 2-D triangulation 
coupled with the uniform grid in the σ -direction with the small scale �σ . In Fig. 1, we show a typical prismatic cell.

Consider a prismatic cell V i of volume |V i | with the centroid (xi, yi, σi). It has five faces of areas Aik , k = 1, . . . , 5. 
We denote their corresponding outer unit normals by nik := (cos(θik), sin(θik), 0)T , k = 1, 2, 3, ni4 := (0, 0, 1)T and ni5 :=
(0, 0, −1)T ; see Fig. 1. We also denote by Mik = (xik, yik, σik) the centroid of the k-th face of the cell V i and by V ik the 
corresponding neighboring cell, k = 1, . . . , 5.

A semi-discrete scheme for (14) is a system of ODEs for the approximations of the cell averages of the solution:

U i(t) ≈ 1

|V i|
∫∫∫

V i

U (x, y,σ , t)dxdydσ .

For the prismatic cells, a direct extension of the triangular [10,28] and Cartesian [25–27,29,31] second-order central-upwind 
schemes reads:

dU i

dt
= − 1

|V i|
3∑

k=1

Aik cos(θik)

ain
ik + aout

ik

[
ain

ik F (U ik(Mik)) + aout
ik F (U i(Mik))

]

− 1

|V i|
3∑

k=1

Aik sin(θik)

ain
ik + aout

ik

[
ain

ik G(U ik(Mik)) + aout
ik G(U i(Mik))

]

+ 1

|V i|
3∑

k=1

Aik
ain

ik aout
ik

ain
ik + aout

ik

[
U ik(Mik) − U i(Mik)

]

− 1

�σ

5∑
k=4

(−1)k

bin
ik + bout

ik

[
bin

ik J (U ik(Mik)) + bout
ik J (U i(Mik))

]

+ 1

�σ

5∑
k=4

bin
ik bout

ik

bin
ik + bout

ik

[
U ik(Mik) − U i(Mik)

]
+ S i . (15)

Here, U i(Mik) and U ik(Mik) are the reconstructed point values at Mik , k = 1, 2, 3, 4, 5, calculated by

U i(Mik) := lim
(x,y,σ )→Mik
(x,y,σ )∈V i

Ũ (x, y,σ ), U ik(Mik) := lim
(x,y,σ )→Mik
(x,y,σ )∈V ik

Ũ (x, y,σ ), (16)

where Ũ (x, y, σ) is a piecewise linear reconstruction of U at time t ,

Ũ (x, y,σ ) :=U i + (Û x)i(x − xi) + (Û y)i(y − yi) + (Û σ )i(σ − σi), (x, y,σ ) ∈ V i, (17)

in which (Û x)i and (Û y)i are approximations of the horizontal derivatives.



X. Liu et al. / Journal of Computational Physics 333 (2017) 160–179 165
To prevent oscillations, the slopes in (17) are to be computed using a nonlinear limiter. To evaluate the horizontal 
derivatives, (Û x)i and (Û y)i , we use the limiter developed in [23] (see also [37]) with the small parameter needed to be 
used to avoid division by zero set to be 10−8; for details, see [37]. To obtain the vertical derivatives, (Û σ )i , we use the 
minmod limiter; see, e.g., [42,46,53,54]. Both limiters are used in a componentwise manner.

The horizontal directional local speeds of propagation, ain
ik and aout

ik , are defined by

ain
ik := −min

{
λ1[Eik(U i(Mik),h(Mik))], λ1[Eik(U ik(Mik),h(Mik))],0

}
,

aout
ik := max

{
λ4[Eik(U i(Mik),h(Mik))], λ4[Eik(U ik(Mik),h(Mik))],0

}
,

k = 1,2,3, (18)

where λ1[Eik] ≤ λ2[Eik] ≤ λ3[Eik] ≤ λ4[Eik] are the eigenvalues of the matrix

Eik(U ,h) = cos(θik)A(U ,h) + sin(θik)B(U ,h), k = 1,2,3. (19)

Similarly, the vertical directional local speeds of propagation, bin
ik and bout

ik , are defined by

bin
ik := −min

{
λ1[C(U i(Mik),h(Mik))], λ1[C(U ik(Mik),h(Mik))],0

}
,

bout
ik := max

{
λ4[C(U i(Mik),h(Mik))], λ4[C(U ik(Mik),h(Mik))],0

}
,

k = 4,5, (20)

where λ1[C] ≤ λ2[C] ≤ λ3[C] ≤ λ4[C] are the eigenvalues of the matrix C(U , h).
Finally, the source terms S i in (15) are to be approximated using a certain quadrature:

S i(t) ≈ 1

|V i |
∫∫∫

V i

S
(
U (x, y,σ , t),h(x, y)

)
dxdydσ .

We use a well-balanced quadrature described in §3.1.2 below.

Remark 3.1. All of the evolved and reconstructed indexed quantities in (15)–(20) depend on t , but we suppress this depen-
dence for the sake of brevity.

Remark 3.2. In order to avoid division by 0 (or by a number close to 0), in all of the reported experiments, when ain
ik +aout

ik <

10−6, the scheme (15) has been modified as follows. We first set ain
ik = aout

ik = δ > 0 in (15) and then pass to the limit as 
δ → 0 to obtain

dU i

dt
= − 1

|V i |
3∑

k=1

Aik cos(θik)

2
[F (U ik(Mik)) + F (U i(Mik))]

− 1

|V i|
3∑

k=1

Aik sin(θik)

2
[G(U ik(Mik)) + G(U i(Mik))]

− 1

�σ

5∑
k=4

(−1)k

2
[ J (U ik(Mik)) + J (U i(Mik))] + S i .

A fully discrete scheme can be developed from (15) using a stable ODE solver. In the present study, a three-stage third-
order strong stability preserving (SSP) Runge–Kutta solver [18,19,49] was used. The time-step �tn is limited by the CFL 
condition

�tn < min
i,k

[
min

{
rik

3 max
(
ain

ik ,aout
ik

) ,
�σ

2 max
(
bin

ik ,bout
ik

)}] , (21)

in which rik , k = 1, 2, 3 are the three corresponding altitudes of the triangular sides of the prismatic cell V i .

3.1.1. Piecewise linear approximation of the bottom
In this section, we conduct a piecewise linear approximation which is necessary for developing the well-balanced and 

positivity preserving schemes in the present study. The approach is applicable for both continuous and discontinuous to-
pography function.

We denote by hiκ the values of the bottom topography function H (̃xiκ , ỹiκ ) at the vertices (̃xiκ , ỹiκ , σ̃iκ ), κ = 12, 23, 31, 
of the horizontal cross-sections of the cell V i ; see Fig. 1.

First, we compute hiκ according to the following formula:

hiκ := 1

2

[
min


2+ζ 2=1
lim

δx,δy→0
H
(̃
xiκ + δx
, ỹiκ + δyζ

)+ max

2+ζ 2=1

lim
δx,δy→0

H
(̃
xiκ + δx
, ỹiκ + δyζ

)]
,
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which is simplified to

hiκ := H (̃xiκ , ỹiκ )

if the function H is continuous at (̃xiκ , ỹiκ ).
The continuous piecewise linear approximation H̃(x, y) is then given by∣∣∣∣∣∣∣

x − x̃i12 y − ỹi12 H̃(x, y) − hi12

x̃i23 − x̃i12 ỹi23 − ỹi12 hi23 − hi12

x̃i31 − x̃i12 ỹi31 − ỹi12 hi31 − hi12

∣∣∣∣∣∣∣= 0, (x, y,σ ) ∈ V i . (22)

We denote the value of the reconstruction H̃ at the point Mik by hik := H̃(Mik), and at the center of mass (xi, yi, σi) of 
V i by hi := H̃(xi, yi), which, as one can easily show, is equal to

hi = 1

|V i|
∫∫∫

V i

H̃(x, y)dxdydσ = 1

3
(hi1 + hi2 + hi3) = 1

3
(hi12 + hi23 + hi31).

3.1.2. Well-balanced discretization of the source term
In order to maintain the “lake at rest” steady states (η ≡ η̂, u ≡ v ≡ � ≡ 0, where η̂ is a constant), an appropriate 

discretization of the cell average of source term S i has to be developed to exactly balance the numerical fluxes computed 
by the proposed semi-discrete central-upwind scheme (15). We extend the well-balanced treatment of the 2-D triangular 
cells in [10] to the studied 3-D model.

Note that at the “lake at rest” steady states, U ik(Mik) ≡ U i(Mik) ≡ (η̂, 0, 0, 0)T , ∀i, k. After a substitution of this “lake at 
rest” steady state into the right-hand side (RHS) of (15) and taking into account the fact that ain

ik = aout
ik , we conclude that 

the “lake at rest” state will be preserved at the discrete level provided the source quadrature satisfies the following two 
conditions:

− g

|V i|
3∑

k=1

Aik cos(θik)
(η̂ − hik)

2

2
+ S

(2)

i = 0, (23)

and

− g

|V i|
3∑

k=1

Aik sin(θik)
(η̂ − hik)

2

2
+ S

(3)

i = 0, (24)

where S i = (
0, S(2)

i , S(3)

i , 0
)T

with

S
(2)

i ≈ − g

|V i |
∫∫∫

V i

(
η̂ − h(x, y)

)
hx(x, y)dxdydσ ,

S
(3)

i ≈ − g

|V i |
∫∫∫

V i

(
η̂ − h(x, y)

)
hy(x, y)dxdydσ .

In order to derive the desired quadratures, we first apply the divergence theorem∫∫∫
V i

divG dV =
∫∫
∂V i

G · n dS,

to the vector field G =
(

1
2 (η(x, y) − h(x, y))2,0,0

)
and obtain

−
∫∫∫

V i

(η(x, y) − h(x, y))hx(x, y)dxdydσ =
3∑

k=1

∫∫
(∂V i)k

(η(x, y) − h(x, y))2

2
cos(θik)dS

−
∫∫∫

V i

(η(x, y) − h(x, y))ηx(x, y)dxdydσ . (25)

Next, we apply the midpoint rule to the integrals on the RHS of (25) and arrive at the following quadrature for the cell 
average S(2)

i :
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S
(2)

i = g

2|V i|
3∑

k=1

Aik cos(θik)
[ηi(Mik) + ηik(Mik)

2
− hik

]2 − g(ηx)i(ηi − hi), (26)

where (ηx)i is the x-slope of the ith piece of the piecewise linear reconstruction of η. Similarly, we obtain the quadrature 
for the cell average S(3)

i :

S
(3)

i = g

2|V i|
3∑

k=1

Aik sin(θik)
[ηi(Mik) + ηik(Mik)

2
− hik

]2 − g(ηy)i(ηi − hi), (27)

where (ηy)i is the y-slope of the ith piece of the piecewise linear reconstruction of η.
Notice that since at “lake at rest” states (ηx)i ≡ (ηy)i ≡ 0, ∀i and ηi(Mik) ≡ η̂, ∀i, k, the quadratures (26) and (27) satisfy 

(23) and (24), respectively, as long as U i ≡ (η̂, 0, 0, 0)T .

3.1.3. Nonnegative piecewise linear reconstruction for η
We note that the use of the limited piecewise linear reconstruction (17) for η and piecewise linear approximation (22) of 

the bottom topography cannot guarantee that the reconstructed values (16) of the water surface level ηi(Mik) and ηik(Mik)

are above the bed level hik . This may introduce unphysical negative water depths at Mik and therefore, the piecewise linear 
reconstruction (17) for η in the problematic cells have to be corrected to ensure the positivity preserving property, that is, 
that Di(Mik) := ηi(Mik) − hik ≥ 0 and Dik(Mik) := ηik(Mik) − hik ≥ 0.

In this section, we extend the 2-D correction algorithm from [10] to the studied 3-D SWEs. By modifying η̃, we will in 
fact guarantee that η̃(x, y) ≥ H̃(x, y) throughout the entire computational domain.

The correction is performed as follows. First, for the dry cells in which ηi = hi , we simply set η̃(x, y) = H̃(x, y). For the 
wet cells in which ηi > hi , the following two problematic cases are possible.

• Case 1: There is only one vertex, say, with index κ = 12, for which ηi (̃xiκ , ̃yiκ ) < hiκ . In this case, we first correct this 
physically irrelevant reconstructed value by setting ηi (̃xi12, ̃yi12) = hi12. Next, we determine ηi (̃xiκ , ̃yiκ ) at the remaining 
two vertices with κ = 23 and 31 by setting ηi (̃xi23, ̃yi23) − hi23 = ηi (̃xi31, ̃yi31) − hi31. Then, the conservation requirement 
yields

ηi(xi23, yi23) − hi23 = ηi(xi31, yi31) − hi31 = 3

2
(ηi − hi), (28)

and the original reconstruction (17) for η is replaced with a new one defined by∣∣∣∣∣∣∣
x − xi y − yi η̃(x, y) −ηi

x̃i12 − xi ỹi12 − yi hi12 −ηi

x̃i23 − xi ỹi23 − yi
3
2 (ηi − hi) + hi23 −ηi

∣∣∣∣∣∣∣= 0, (x, y) ∈ V i . (29)

• Case 2: There are two vertices, say, with indices κ = 12 and 23, for which ηi (̃xiκ , ̃yiκ ) < hiκ . In this case, we first cor-
rect these two physically irrelevant reconstructed values by setting ηi (̃xi12, ̃yi12) = hi12 and ηi (̃xi23, ̃yi23) = hi23. Then, the 
conservation requirement yields

ηi (̃xi31, ỹi31) − hi31 = 3 (ηi − hi), (30)

and the original reconstruction (17) for η is replaced with a new one defined by∣∣∣∣∣∣∣
x − xi y − yi η̃(x, y) −ηi

x̃i12 − xi ỹi12 − yi hi12 −ηi

x̃i31 − xi ỹi31 − yi 3(ηi − hi) + hi31 −ηi

∣∣∣∣∣∣∣= 0, (x, y) ∈ V i . (31)

Equipped with the positivity preserving reconstruction η̃, the point values of the velocities u and v needed in the 
computation of the one-sided local speeds in (18) and (20) are recalculated using the same desingularization procedure as 
in [10,29]; namely (the i, k indexes are omitted):

u =
√

2 D (Du)√
D4 + max(D4,ϕ)

, v =
√

2 D (D v)√
D4 + max(D4,ϕ)

,

where ϕ is a prescribed tolerance (in all of the numerical experiments reported below we have used ϕ = 10−10). After 
obtaining the desingularized point values of u and v , we recompute the x- and y-discharges and fluxes accordingly, that is, 
we set
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(Du) := D · u, (D v) := D · v,

F =
(
(Du), (Du) · u + g

2
D2, (Du) · v,0

)T
,

G =
(
(D v), (D v) · u, (D v) · v + g

2
D2,0

)T
,

J = (
�′, u · �′, v · �′, W ∗�′)T

,

at the points where these quantities are to be calculated.

3.2. Central-upwind scheme for the depth-averaged Equation (5)

We evolve the water surface elevation η by applying the “triangular” central-upwind scheme from [10,28] to the verti-
cally integrated free surface equation (5):

dηi

dt
= − 1

|Ti|
3∑

k=1

�ik cos(θik)

ain
ik + aout

ik

[
ain

ik

(
(D̊u)ik(Mik)

)+ aout
ik

(
(D̊u)i(Mik)

)]

− 1

|Ti |
3∑

k=1

�ik sin(θik)

ain
ik + aout

ik

[
ain

ik

(
(D̊ v)ik(Mik)

)+ aout
ik

(
( ˚D v)i(Mik)

)]

+ 1

|Ti |
3∑

k=1

�ik
ain

ikaout
ik

ain
ik + aout

ik

[
ηik(Mik) − ηi(Mik)

]
. (32)

Here, Ti is the triangular horizontal cross-section of the prism V i ; �ik , k = 1, 2, 3 are the lengths of the corresponding sides 
of the triangle Ti ; D̊u and ˚D v are vertically integrated fluxes calculated as follows. We first compute the vertically averaged 
quantities

(D̊u) =
∑

m: (xm,ym)=(xi ,yi)

(Du)m �σ, ( ˚D v) =
∑

m: (xm,ym)=(xi ,yi)

(D v)m �σ,

which are then used to obtain the required point values (D̊u)i(Mik) and ( ˚D v)i(Mik) for k = 1, 2, 3 using piecewise linear 
reconstruction (17), (16) with σ = σi and the limiter developed in [23]. Finally, the one-sided local speeds ain

ik and aout
ik are 

calculated using equations (18) and (19) with Du and D v replaced with D̊u and ˚D v , respectively.

Remark 3.3. As before, we avoid division by 0 (or by a number close to 0), by replacing the scheme (32) with

dηi

dt
= − 1

|Ti|
3∑

k=1

�ik cos(θik)

2

[(
(D̊u)ik(Mik)

)+ (
(D̊u)i(Mik)

)]

− 1

|Ti|
3∑

k=1

�ik sin(θik)

2

[(
(D̊ v)ik(Mik)

)+ (
(D̊ v)i(Mik)

)]
,

whenever ain
ik + aout

ik < 10−6.

Remark 3.4. The use of the continuous piecewise linear approximation of the bottom (see §3.1.1) and a nonnegative piece-
wise linear reconstruction of the water surface (see §3.1.3) guarantees the positivity preserving property of the presented 
scheme. Following the proof in [10], one can establish the following positivity preserving result.

Theorem 3.1. Consider equation (5) and the semi-discrete central-upwind scheme (32) with the nonnegative piecewise linear recon-
struction of the water surface presented in §3.1.3. Assume that the system of ODEs (32) is solved by either the forward Euler method or 
an SSP Runge–Kutta solver and that for all i, ηi(t

n) − hi ≥ 0 at time t = tn. Then, for all i, ηi(t
n+1) − hi ≥ 0 at time t = tn+1 , provided 

that

�tn ≤ min
i,k

{
rik

6 max
(
ain

ik ,aout
ik

)} , (33)

where rik, k = 1, 2, 3 are, as in (21), the three corresponding altitudes of the triangle Ti.
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Notice that the positivity preserving requirement together with the CFL condition (21) yields the following restriction on 
the time-step size:

�tn ≤ min
i,k

[
min

{
rik

6 max
(
ain

ik ,aout
ik

) ,
�σ

2 max
(
bin

ik ,bout
ik

)}] , (34)

and for all the numerical tests in this study, we use the maximum value of the restriction (34) as �tn .

3.3. Numerical scheme for updating the vertical velocity �

After the water surface η and discharges Du and D v have been evolved from time level t = tn to the new time level 
t = tn+1, we use the obtained values to update the vertical velocity � as it is described in this section.

Let us assume that the [−1, 0] interval is split into L uniform subintervals so that σm := −1 + �σ/L, m = 0, . . . , L. We 
consider a prismatic cell V i with the horizontal surfaces σ = σm (top) and σ = σm−1 (bottom) for some m ∈ {1, . . . , L}. 
Then, sampling equation (6) at time t = tn+1 and at σ = σm and σ = σm−1 and subtracting one from the other results in

1

|Ti|
∫
Ti

[
�(x, y,σm, tn+1) − �(x, y,σm−1, tn+1)

]
dxdy

= − 1

|Ti|
∫
Ti

[
ηt(x, y, tn+1) +

σm∫
σm−1

{
(Du)x(x, y,σ , tn+1) + (D v)y(x, y,σ , tn+1)

}
dσ

]
dxdy.

(35)

Introducing the horizontal cell averages

�
m
i (t) := 1

|Ti|
∫
Ti

�(x, y,σm, t)dxdy,

using the second-order backward difference approximation of ηt , the central-upwind approximation of the (Du)x and (D v)y

terms, and the midpoint quadrature, equation (35) yields

�
m
i (tn+1) =�

m−1
i (tn+1) − �σ

2�tn

[
3ηi(t

n+1) − 4ηi(t
n) +ηi(t

n−1)
]

− 1

|V i |
3∑

k=1

Aik cos(θik)

ain
ik + aout

ik

[
ain

ik

(
(Du)ik(Mik)

)+ aout
ik

(
(Du)i(Mik)

)]

− 1

|V i |
3∑

k=1

Aik sin(θik)

ain
ik + aout

ik

[
ain

ik

(
(D v)ik(Mik)

)+ aout
ik

(
(D v)i(Mik)

)]

+ 1

|V i |
3∑

k=1

Aik
ain

ikaout
ik

ain
ik + aout

ik

[
ηik(Mik) − ηi(Mik)

]
,

(36)

where all of the quantities in the last three sums on the RHS of (36) are computed according to the algorithm described in 
§3.1, but using the data at the new time level t = tn+1.

We note that the boundary condition �(x, y, σ = 0, t) = 0 implies that for all cells V i located at the bottom of the 
computational domain, � 0

i (tn+1) = 0, and thus all of the values of � m
i (tn+1) can be recursively obtained from (36). Finally, 

we use the trapezoidal rule in the σ -direction to conclude with

�i(t
n+1) = 1

2

[
�

m
i (tn+1) +�

m−1
i (tn+1)

]
, (37)

where, as before,

�i(t
n+1) ≈ 1

|V i |
∫
V i

�(x, y,σ , t)dxdydσ .

Remark 3.5. We note that at the first time-step, the second-order temporal discretization of ηt in (36) should be replaced 
with the first-order one, �σ

�tn

[
ηi(t

n+1) −ηi(t
n)
]
.
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3.4. Fast relaxation step

Recall that upon completion of the evolution step described in §3.1, the intermediate values (� ′
i )

∗ are obtained and are 
now to be corrected by numerically solving the relaxation equation

�′
t = −1

ε
(�′ − �). (38)

Since ε > 0 is a very small relaxation parameter, equation (38) is very stiff and we discretize it using the implicit backward 
Euler method:

�
′
i (t

n+1) = (�
′
i )

∗ − �tn

ε

[
�

′
i (t

n+1) −�i(t
n+1)

]
, (39)

where �i(tn+1) is given by (37). Equation (39) is a linear equation on � ′
i (t

n+1) and it can be explicitly solved to obtain

�
′
i (t

n+1) = ε(�
′
i )

∗ + �tn�i(tn+1)

ε + �tn
. (40)

Notice that, taking the limit as ε → 0+ in (40) leads to the infinitely fast relaxation, which results in

�
′
i (t

n+1) =�i(t
n+1),

that is, �′ = � throughout the entire computational domain. Our numerical experiments clearly indicate that the proposed 
method is insensitive to the choice of small parameter ε and therefore in all of the numerical results reported in §4, we 
have used the infinitely fast relaxation.

4. Numerical experiments

In this section, we demonstrate the performance of the proposed well-balanced and positivity preserving central-upwind 
scheme on five numerical examples.

In Examples 3–5, we modify the discharge equations (8) and (9) by including the vertical diffusion terms so that the 
modified discharge equations read as

(Du)t +
(

Du2 + g

2
D2
)

x
+ (Duv)y + (�′u)σ = −g Dhx +

(νv

D
uσ

)
σ

,

(D v)t + (Duv)x +
(

D v2 + g

2
D2
)

y
+ (�′v)σ = −g Dhy +

(νv

D
vσ

)
σ

,

(41)

where νv is the vertical eddy viscosity.
We approximate the vertical diffusion terms in the flux form using centered differences. At the top of the computational 

domain, the centered-difference approximations are replaced with the one-sided ones, while at the bottom, we replace the 
vertical gradients uσ and vσ with τx/ρ and τy/ρ , where ρ is the water density and τx and τy represent the bottom stress, 
which is determined using a quadratic law as follows:

τx = ρ C f ub

(
u2

b + v2
b

) 1
2
, τy = ρ C f vb

(
u2

b + v2
b

) 1
2
.

Here, ub and vb are velocities at the bottom and C f is an empirical coefficient of the bottom friction.
In the numerical examples below, we take the following parameter values:

g = 9.81 m/s2, ρ = 1000 kg/m3,

and estimate the vertical eddy viscosity by a two-layer mixing length model [45]:

νv =
(

�m

D

)2 (
u2

σ + v2
σ

) 1
2
,

where the mixing length �m can be estimated by

�m =
{

0.4(σ + 1)D, if σ ≤ −0.75,

0.1D, otherwise.
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Fig. 2. Example 1: The horizontal (top) and vertical (bottom) mesh at the steady state.

4.1. Example 1—transcritical flow over a hump

In this numerical example taken from [20,55], we test the ability of the proposed numerical method to accurately capture 
hydraulic jump.

We numerically solve the 3-D SWEs with g = 9.81 and the bottom topography defined by

h(x, y) =
{

0.2 − 0.05(x − 10)2, if 8 ≤ x ≤ 12,

0, otherwise,

on the computational domain [0, 25] × [0, 0.2] × [−1, 0] discretized using prismatic cells of average volume 0.00125 with 4 
vertical layers (Fig. 2 shows the horizontal and vertical arrangement of the mesh).

We study the convergence of the computed solution in time towards steady flow. The solution is considered to be 
convergent if the following condition [57] is satisfied:

∑
i

(
D

n
i − D

n−1
i

D
n
i

)2

< 10−12.

We consider the following set of initial and boundary data:

η(x, y,0) = 0.33, (Du)(x, y,σ ,0) = 0, (D v)(x, y,σ ,0) = 0, �(x, y,σ ,0) = 0,

(Du)(0, y,σ , t) = q0 = 0.18, (D v)(0, y,σ , t) = 0, η(25, y, t) = η25 = 0.33,

which corresponds to the transcritical steady flow with a shock.
The steady state analytical solutions, given in [20,15], can be obtained as follows. The discharges are (Du) ≡ q0 and 

(D v) ≡ 0, the water depth D is obtained by solving the Bernoulli equations⎧⎪⎪⎪⎨⎪⎪⎪⎩
D3 + [h(x, y) − q2

0

2g D2
c

− Dc − hM ]D2 + q2
0

2g
= 0, if x < xsh,

D3 + [h(x, y) − q2
0

2g D2
b

− Db]D2 + q2
0

2g
= 0, if x > xsh,

(42)

where Dc = [
q0/

√
g
]2/3

, hM = maxx∈[0,25] h(x, y), Db = η25 − h(25, y), and xsh is the location of the shock that can be 
determined using the Rankine–Hugoniot condition

q2
0

( 1

D L
− 1

D R

)
+ g

2
(D2

L − D2
R) = 0,

where D L := D(x → x−
sh, y) and D R := D(x → x+

sh, y) at the steady state.
Fig. 3 (top) demonstrates a very good agreement between the computed and analytical values of the water surface. Fig. 3

(bottom) shows that when the computed and analytical values of the discharge are compared, they also agree quite well 
though some oscillations can be observed near the turning point of water surface. In the steady state, the root-mean-square 
relative errors for the simulated water level and x-discharge are 2.61% and 2.98%, respectively, which reduce to 0.86% and 
0.91%, respectively, when the prismatic cells of average volume 0.000625 with 4 vertical layers are used.

4.2. Example 2—wind-induced water circulation

In this example, we test the accuracy of the proposed numerical method in predicting the vertical distribution of velocity. 
We simulate the wind-induced water circulation in an rectangular closed basin.
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Fig. 3. Example 1: Comparison between the computed and analytical steady states for the water surface level η (left) and discharge Du (right).

Fig. 4. Example 2: The numerical solution u(σ , 200) computed using different number of vertical layers and the analytical (solid line) steady-state solution.

In this numerical experiment, we simplify the 3-D SWEs by neglecting the horizontal advection terms and setting both 
the bottom topography and water surface to be flat so that h = Const and D = Const. At the same time, we include the 
vertical diffusion terms as in (41), so that the studied relaxation system becomes

(Du)t + (�′u)σ =
(νv

D
uσ

)
σ

,

(D v)t + (�′v)σ =
(νv

D
vσ

)
σ

,

�′
t + W ∗�′

σ = −1

ε
(�′ − �).

We take the following parameter values:

νv

D
= 0.001, τx ≡ 1.5, τy ≡ 0,

for which the analytical steady-state solution is (see [21]):

u(σ ) = Dτx(σ + 1)(3σ + 1)

4ρνv
, v(σ ) ≡ 0.

We run the simulations using the zero initial conditions (u(σ , 0) ≡ v(σ , 0) ≡ �(σ , 0) ≡ 0) and compute the solution until 
the final time t = 200, by which the solution is very close to its steady state. The simulation results obtained using evenly 
distributed 4, 7 and 10 layers are compared with the analytical solution in Fig. 4. As one can see, the computed solutions 
are in good agreement with the analytical one and the accuracy is improved with higher resolution in the vertical direction. 
The root-mean-square relative errors for the simulations with 4, 7 and 10 layers are 7.7%, 2.5% and 1.3%, respectively.

4.3. Example 3—small perturbation of a “lake at rest” steady state

In this example, we demonstrate importance of the well-balanced property of the developed numerical method.
We consider the 3-D version of the initial value problem (IVP), which is a modification of the benchmark originally 

proposed in [32]. We solve the 3-D SWEs on the computational domain is [0, 20] ×[0, 10] ×[−1, 0]. The bottom topography 
is an elliptical shaped hump defined by
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Fig. 5. Example 3, φ = 2 · 10−14: max
x,y

|η − 8| computed on a coarse grid as a function of t .

h(x, y) = 7.8 exp
[
−0.05(x − 10)2 − 0.2(y − 5)2

]
.

The initial conditions are

η(x, y,0) =
{

8 + φ, if 0.05 < x < 0.15,

8, otherwise,
u(x, y,σ ,0) ≡ v(x, y,σ ,0) ≡ �(x, y,σ ,0) ≡ 0,

where φ is the height of a small perturbation of the water surface. Zero-order extrapolation is used at the right and left 
boundaries, while periodic boundary conditions are set in the y-direction. The bottom friction coefficient is set to C f = 0.02.

We first take a very small φ = 2 · 10−14, which is comparable with the machine error, and numerically verify the well-
balanced property of the proposed numerical method. In Fig. 5, we plot max

x,y
|η−8| as a function of t , computed on a coarse 

mesh using 800 triangles in the horizontal cross section and 5 vertical layers. As one can clearly see, no instabilities are 
developed and the balance between the fluxes and source terms is numerically preserved.

We then take a larger, but still very small perturbation height φ = 0.004. Fig. 6 displays the right-going disturbance 
as it propagates past the hump. The water surface, η(x, y, t), computed on the mesh using 20000 × 8 prismatic cells, is 
presented at times t = 0.3, 0.6, 0.9, 1.2, 1.5 and 1.9. It can be observed that in the downstream area of the perturbation, 
the proposed well-balanced numerical method preserve the “lake at rest” structure.

Fig. 7 shows the water surfaces computed by the well-balanced and non-well-balanced methods, respectively, at t = 0.3
and 1.9 on the same 20000 × 8 grid. The non-well-balanced method, obtained by replacing the well-balanced quadratures 
(26) and (27) by straightforward midpoint rule discretizations:

S
(2)

i = −g(ηi − hi)(hx)i, S
(3)

i = −g(ηi − hi)(hy)i,

where (hx)i and (hy)i are the slopes of the piecewise linear approximation of the bottom topography given by (22). As 
one can clearly see, the well-balanced method can preserve the quiescent water status in the downstream area, while the 
solution, computed by the non-well-balanced scheme generates spurious waves over the irregular bed, which are of about 
the same or even larger magnitude than the waves generated by the small perturbation.

4.4. Example 4—dam break wave propagating over an island

This test is designed to verify the positivity preserving properties and the ability to simulate sharp gradient of the 
proposed numerical method by simulating a shallow overtopping wave developed from a dam-break flow.

We solve the 3-D SWEs on the computational domain is [0, 4] × [0, 2] × [−1, 0]. The bottom topography is defined by

h(x, y) = 0.4 exp
[
−1(x − 2)2 − 2(y − 1)2

]
.

The initial conditions are

η(x, y,0) =
{

0.5, if x < 0.3,

0.3, otherwise,
u(x, y,σ ,0) ≡ v(x, y,σ ,0) ≡ �(x, y,σ ,0) ≡ 0,

so that the wave will travel in the positive x-direction past an elliptical shaped island. During this process, a very shallow 
overtopping flow will occur at the time when a small portion of the wave washes over the island and introduces a very 
small water depth on the initial dry island. The wetting and drying process is also involved during the simulation. The 
bottom friction coefficient is set to C f = 0.01.

Fig. 8 shows the surface waves computed by the proposed numerical method at different times using 20000 ×5 prismatic 
cells. As one can see, no spurious waves are generated and no instabilities are developed when a very shallow wave washes 
over the initially dry island. In Fig. 9, a detailed plot of the computed velocity field at different times is shown when the 
wave travels past the island. As one can see, the proposed method is stable and captures the wash over region without any 
unphysical oscillations.
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Fig. 6. Example 3, φ = 4 · 10−3: The η component of the solution computed by the proposed well-balanced numerical method.

Fig. 7. Example 3, φ = 4 · 10−3: The water surface computed by the well-balanced (left column) and non-well-balanced (right column) methods at t =
0.3 and 1.9.
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Fig. 8. Example 4: The η component of the solution computed at different times.

4.5. Example 5—laboratory dam-break flow over a triangular hump

In the last numerical example, the accuracy and positivity preserving property of the proposed numerical method are 
tested by simulating a laboratory dam-break flow over a triangular hump in a long straight flume. This experiment is 
originally reported in [41], and has been used in [8,34] to validate numerical models.

The experimental setup described in [41] is schematically shown in Fig. 10. At time t = 0, the dam is located at x =
15.5 m in a 38 m long flume; the reservoir in the upstream is initially filled with water of 0.75 m deep; an initial dry bed 
is used in the downstream of the reservoir and a symmetric triangular hump of 0.4 m high is installed between x = 25.5 m
and x = 31.5 m. The upstream end is a solid wall and the downstream end is a free outlet. The flow depth was measured 
by several gauges including Gauge 1, Gauge 2, Gauge 3, Gauge 4, Gauge 5 and Gauge 6, located at 2 m, 4 m, 8 m, 10 m, 
11 m and 13 m, respectively, downstream from the dam.

We compute the solution until the final time t = 90 on the computational domain [0, 38] × [0, 0.2] × [−1, 0] using 
11400 × 4 prismatic cells. The bottom friction coefficient is set to C f = 0.012. Fig. 11 shows the comparison between the 
computed and measured water depths over 90 s at the aforementioned 6 gauge points. It can be seen that the simulated 
results are in quite good agreement with the laboratory data at all of the gauge points in terms of arriving time and 
water depth. Small discrepancies of maximum water depth are observed between the predicted results and experimental 
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Fig. 9. Example 4: The computed velocities of the wave washing over the island.

Fig. 10. Example 5: Experimental setup of the laboratory dam-break flow.

measurements at gauges 3 and 4. Such discrepancies have been also observed by other researchers using different numerical 
schemes in [8,34]. A possible explanation for such disagreements is that the flow at the upstream toe of the triangular 
hump is highly turbulent and complex at times 16–18 s when the falling wave from upstream slope of the hump meets the 
right-propagating wave near the junction of the upstream face of the triangular hump with flat bed, and the shallow water 
equations with hydrostatic assumption may not be accurate enough for describing such situations.

In Fig. 12, we take a closer look at the wave front when it runs up the initially dry triangular hump at t = 4. As one 
can see, no unphysically large or spurious velocity is generated near the front. This confirms that the positivity preserving 
reconstruction successfully maintains stability in the areas with a small water depth. The effect of the bottom friction is 
also clearly demonstrated as one can see that the closer to the bottom, the smaller the velocity magnitude.



X. Liu et al. / Journal of Computational Physics 333 (2017) 160–179 177
Fig. 11. Example 5: Computed and measured water depth as a function of time at different gauge points.

Fig. 12. Example 5: A cross-section at y = 0 of the water surface and velocity vector-field at time t = 4 when a wave runs up the hump.

5. Conclusion

In this paper, we have developed a new well-balanced and positivity preserving shock capturing numerical method for 
the 3-D SWEs. The contributions and conclusions of the present study are discussed below.

The main contribution of this paper is that we have applied a relaxation approach to the 3-D shallow water system and 
“hyperbolized” it. We then developed a well-balanced and positivity preserving second-order semi-discrete central-upwind 
scheme for the extended relaxation system. The resulting shock capturing numerical method is applicable to cases with 
sharp gradients arising in, for example, dam-break flows. This extends the applicability of the 3-D shallow water model in 
σ -coordinates.

We have ensured the well-balanced property of the proposed numerical method by extending the well-balanced dis-
cretization of the geometric source terms proposed in [10] for 2-D SWEs discretized on triangular grids, to the 3-D SWEs 
discretized on prismatic cells. Based on conducted numerical experiments, we draw the conclusion that the proposed well-
balanced discretization can guarantee the balance between the numerical fluxes and bottom topography source terms and 
the well-balanced property can prevent the appearance of unphysical waves in the simulations of quasi-steady states. In 
addition, in order to maintain the stability in cells with very small water depth and preserve the positivity of water depth 
throughout the entire computational domain, a continuous piecewise linear reconstruction of the bottom topography and 
a positivity preserving reconstruction of the water surface are applied to guarantee that the resulting numerical method 
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is positivity preserving. The success in preserving the positivity of the water depth can also greatly extend the application 
range of the 3-D shallow water model.

The proposed relaxation based numerical method has been tested on five numerical experiments. The ability of our 
method to accurately compute sharp gradients has been demonstrated in Examples 1 and 5. The accuracy of the proposed 
numerical method is verified by comparing the computed results with analytical solutions or laboratory data; see Examples
1, 2 and 5. The importance of the well-balanced has been illustrated in Examples 3 and 4. The capability of the developed 
method to preserve the positive water depth have been demonstrated in Examples 4 and 5.

In summary, we have provided a novel framework for building 3-D shallow water systems, and thus their applicability 
range can be extended by adding other components, such as the Coriolis force, non-hydrostatic pressure and horizontal 
diffusion.
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