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Abstract

We develop new central-upwind schemes for nonlinear elasticity equations in a het-
erogeneous medium. Finite volume central-upwind schemes consist of three steps: re-
construction, evolution, and projection onto the original grid. In our new method, the
evolution is performed in the standard way by integrating the system over the space-time
control volumes. However, the reconstruction and projection are performed in a spe-
cial manner by taking into account the fact that the conservative variables (strain and
momentum) are discontinuous across the material interfaces, while the flux variables
(velocity and strain) are continuous across these material interfaces. The new recon-
struction and projection procedures lead to the central-upwind scheme with extremely
small numerical diffusion so that in long time calculations, the new scheme outperforms
existing upwind alternatives. In addition, the proposed scheme can be made positivity
preserving. To achieve this goal, the system is rewritten in terms of auxiliary variables
and the local propagation speeds of the system are adjusted accordingly. Our numerical
experiments demonstrate that the developed scheme is capable of accurately resolving
waves with dispersive behavior that over a long period of time evolve into solitary waves
while remaining nonnegative.
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1 Introduction

Consider the one-dimensional (1-D) elasticity system

εt − ux = 0,

(ρ(x)u)t − σx(K(x); ε) = 0,
(1.1)

where ε(x, t) is the strain, u(x, t) is the velocity, ρ(x) is the density, K(x) is the bulk modulus
of compressibility, and σ(K(x); ε) is the stress. If ρ(x) and K(x) are both constants, than
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the medium is homogeneous. A nonconstant ρ(x) and K(x) correspond to a heterogeneous
medium. We consider a layered medium consisting of two different materials of length ℓ with
densities ρ1 and ρ2 and bulk moduluses of compressibility K1 and K2 so that for all integer j,

ρ(x) =

{
ρ1, if 2jℓ < x < (2j + 1)ℓ,

ρ2, otherwise,
(1.2)

K(x) =

{
K1, if 2jℓ < x < (2j + 1)ℓ,

K2, otherwise.
(1.3)

The stress-strain relation in the linear case has the form σi(ε) = Kiε, i = 1, 2. A more realistic
model is obtained when a nonlinear stress-strain relation is considered. We take

σi(ε) = Kiε + βK2
i ε

2, i ∈ {1, 2}, β = Const (1.4)

or

σi(ε) = eKiε − 1, i ∈ {1, 2} (1.5)

as examples of such relations (see [10, 19–22]). In a homogeneous medium with a nonlinear
stress-strain relation, a generic solution of (1.1) and (1.4) will typically develop shock and
rarefaction waves. But in a heterogeneous medium with a nonlinear stress-strain relation, the
resulting waves will have dispersive behaviors that will lead to solitary waves instead of shock
waves [10, 18–22].

The elasticity system (1.1) can be put into the framework of conservation laws with space-
dependent flux. To this end, we rewrite (1.1) as

qt + f (C(x);q)x = 0, (1.6)

where

q =

(
ε
m

)
, f (C(x);q) =




− m

ρ(x)

−σ(K(x); ε)


 ,

m = ρu denotes the momentum, and C(x) := (ρ(x), K(x))T .
Since (1.6) is a hyperbolic system of conservation laws, it is very natural to solve (1.6) nu-

merically by a finite volume Godunov-type scheme. These schemes form a class of projection-
evolution methods in which the solution is first approximated by a global piecewise polynomial
function and than evolved in time according to the integral form of (1.6):

1

∆x

x+∆x
2∫

x−∆x
2

q(ξ, t + ∆t) dξ =
1

∆x

x+∆x
2∫

x−∆x
2

q(ξ, t) dξ

− 1

∆x

t+∆t∫

t

[
f
(
C
(
x +

∆x

2

)
;q
(
x +

∆x

2
, τ
))

− f
(
C
(
x − ∆x

2

)
;q
(
x − ∆x

2
, τ
))]

dτ. (1.7)

Here, ∆x and ∆t are small spatial and temporal scales, respectively.
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To design a second-order Godunov-type scheme, we first introduce a uniform (for simplic-
ity) grid with xj = j∆x and tn = n∆t and assume that the numerical solution, realized in
terms of its cell averages

q̄n
j ≈ 1

∆x

x
j+ 1

2∫

x
j− 1

2

q(x, tn) dx, (1.8)

is available at time tn. These cell averages are then used to reconstruct a global (in space)
piecewise linear interpolant, which is evolved in time via the integral equation (1.7). The latter
can be done in two different ways leading to two classes of Godunov-type schemes: upwind
and central.

Upwind schemes (see, e.g., [2, 4, 5, 11, 18, 30]) are obtained by sampling (1.7) at the grid
points xj = j∆x and tn = n∆t. Then, the time integrals in (1.7) are evaluated using the
information on nonlinear, generically discontinuous waves generated at each cell interface at
time tn. This requires either exact or approximate generalized Riemann problem solver, which
may be difficult (or even impossible) to derive and computationally expensive to implement.

Central schemes are a simpler alternative to the upwind methods. Within the central
framework, originally developed in [27] and then extended to higher order and multiple num-
ber of space dimensions in [1,3,9,23,24,26,28], the solution is evolved using the same integral
equation (1.7), but now sampled at the cell interfaces xj+ 1

2
= (j + 1/2)∆x so that all of the

Riemann fans are contained in the corresponding control volumes. Then the solution along
both the left and right sides of the control volumes is smooth (provided an appropriate CFL
condition is satisfied) and the time integrals in (1.7) may be evaluated without solving any
generalized Riemann problems. This makes central schemes simple, robust and efficient. A
drawback of central schemes is their relatively large numerical dissipation, which makes them
unsuitable for large time integrations. A way to reduce the numerical dissipation present in
central schemes was proposed in [17], where the first central-upwind scheme was developed.
The numerical dissipation was further reduced in [14] and [13]. The central-upwind schemes
contain three steps: Reconstruction, Evolution, and Projection onto the original grid. The
main idea behind the construction of central-upwind schemes is in the integration over smaller
nonuniform control volumes that still contain the entire Riemann fans (this makes the central-
upwind schemes to be central). The size of such control volumes is proportional to the local
propagation speeds (this feature brings a certain upwind nature into the central framework).
Due to the finite speed of propagation, the computational domain should now be split into
“smooth” and “nonsmooth” control volumes (the latter ones are those that contain the Rie-
mann fans), where the solution is first evolved to the new time level and then projected back
onto the original grid (see [13, 14, 17] for details).

Although the central-upwind schemes were designed for the systems of conservation laws
like

qt + f(q)x = 0, (1.9)

they can be directly applied to the system with space-dependent fluxes (1.6). However, this
will lead to a poor resolution in the case of layered material (as we demonstrate in §2.1.1
below).

We develop new central-upwind schemes for (1.1) by designing special reconstruction and
projection procedures, which take into account the fact that though the conservative vari-



4 A. Kurganov & M. Pollack

ables (strain and momentum) are discontinuous across the layer interfaces, the flux variables
(velocity and stress) are continuous there. The resulting fully discrete central-upwind scheme
is quite complicated. However, when we pass to the semi-discrete limit (as the time step
∆t → 0), the resulting numerical flux is a quite simple modification of the central-upwind flux
from [13].

The new 1-D semi-discrete central-upwind scheme is described in §2.2. It is extended to
the two-dimensional (2-D) case in §3. Numerical examples presented in §4 clearly demonstrate
that the developed scheme is capable of accurately resolving waves with dispersive behavior
over a small time scale. The scheme performs extremely well over a long period of time as
the waves with dispersive behavior evolve into solitary waves and it seems to outperform the
existing methods found in [19–22].

2 One-Dimensional Central Upwind Schemes

In this section, we develop a central-upwind scheme for (1.1). In principle, one can apply the
central-upwind scheme originally derived for (1.9) to the case of a space dependent flux, which
we will do first.

2.1 Direct Implementation of the Scheme from [13]

In the beginning of the section, we follow the lines of [13] and derive the central-upwind scheme
for the 1-D hyperbolic system of conservation laws with space-dependent flux (1.6). We first
assume that at time level t = tn the cell averages {q̄n

j }, defined in (1.8), are available. We

then compute the cell averages at the new time level, {q̄n+1
j }, in three steps: Reconstruction,

Evolution, and Projection.

Step 1: Reconstruction
Using the cell averages {q̄n

j }, we construct a second-order piecewise linear interpolant

q̃(x, tn) =
∑

j

[
q̄n

j + (qx)
n
j (x − xj)

]
χj(x), (2.1)

where χj(x) is the characteristic function over the cell (xj− 1
2
, xj+ 1

2
) and (qx)

n
j are the slopes,

which should approximate the values of qx(xj , t
n) with at least first order of accuracy. To

make the reconstruction (2.1), the slopes are to be computed using a nonlinear limiter, see,
e.g., [4,7,8,11,18,25,27,29,31]. In the numerical experiments reported below, the generalized
minmod limiter [4, 11, 18, 25, 27, 29, 31],

(qx)
n
j = minmod

(
θ
q̄n

j+1 − q̄n
j

∆x
,
q̄n

j+1 − q̄n
j−1

2∆x
, θ

q̄n
j − q̄n

j−1

∆x

)
,

has been applied in a componentwise manner. Here,

minmod(z1, z2, . . . , zm) =





min(z1, z2, . . . , zm), if zi > 0 ∀i = 1, . . . , m,
max(z1, z2, . . . , zm), if zi < 0 ∀i = 1, . . . , m,
0, otherwise,
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and the parameter θ ∈ [1, 2] can be used to control numerical dissipation. When θ = 1, the
minmod reconstruction (and thus the resulting scheme) is most dissipative and when θ = 2,
the minmod reconstruction is least dissipative. In what follows, we will refer to the minmod
reconstruction with θ = 2 as the MinMod2 reconstruction.

Step 2: Evolution
We next need to evolve the approximate solution, represented by a global piecewise linear
interpolant q̃(x, tn), to the next time level using the integral form of the conservation law
(1.7). To this end, we first estimate the local speeds of propagation:

a+
j+ 1

2

= max

{
λ+

( ∂f

∂q

(
C−

j+ 1
2

;q−

j+ 1
2

))
, λ+

( ∂f

∂q

(
C+

j+ 1
2

;q+
j+ 1

2

))
, 0

}

a−

j+ 1
2

= min

{
λ−

( ∂f

∂q

(
C−

j+ 1
2

;q−

j+ 1
2

))
, λ−

( ∂f

∂q

(
C+

j+ 1
2

;q+
j+ 1

2

))
, 0

}
,

(2.2)

where λ+ > λ− are the eigenvalues of the Jacobian ∂f
∂q

, and compute the left- and right-sided

point values of C and of the interpolant q̃(x, tn) at x = xj+ 1
2
:

C±

j+ 1
2

= C(xj+ 1
2
± 0), q+

j+ 1
2

= q̄n
j+1 −

∆x

2
(qx)

n
j+1, q−

j+ 1
2

= q̄n
j +

∆x

2
(qx)

n
j , (2.3)

respectively. Note that if C is continuous at xj+ 1
2
, then C+

j+ 1
2

= C−

j− 1
2

, but the case of

a discontinuous C is generic. In order to deal with this, we build the grid such that the
discontinuities of C occur at the cell interfaces.

For the system (1.1), the Jacobian is

∂f

∂q
=




0 − 1

ρ(x)

−dσ

dε
0


 .

Its eigenvalues are

λ±(x; ε) = ±
√

dσ/dε

ρ(x)
,

where for σ given by (1.4),
dσ

dε
= K(x) + 2βK2(x)ε, (2.4)

while for σ given by (1.5),
dσ

dε
= K(x)eK(x)ε. (2.5)

Since the Riemann fan for the system (1.1) is symmetric, we have a+
j+ 1

2

= −a−

j+ 1
2

=: aj+ 1
2
.

Note that in the case of a general system (1.6), one may still define

aj+ 1
2

:= max(a+
j+ 1

2

,−a−

j− 1
2

). (2.6)

We next introduce the points

xn
j+ 1

2
,ℓ

:= xj+ 1
2
− aj+ 1

2
∆t, xn

j+ 1
2
,r

:= xj+ 1
2

+ aj+ 1
2
∆t,
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and notice that the Riemann fan generated at time t = tn at the cell interface x = xj+ 1
2

will

remain inside the “nonsmooth” control volume In
j+ 1

2

:= [xn
j+ 1

2
,ℓ
, xn

j+ 1
2
,r
] × [tn, tn+1]. Therefore,

we can integrate the system (1.6) over In
j+ 1

2

and obtain an integral equation analogous to (1.7),

the time integral in which can be evaluated using the midpoint rule. This will result in the
following cell average at time t = tn+1:

q̄int
j+ 1

2
=

q̄n
j + q̄n

j+1

2
+

∆x − aj+ 1
2
∆t

4

(
(qx)

n
j − (qx)

n
j+1

)

− 1

2aj+ 1
2

[
f
(
C
(
xn

j+ 1
2
,r

)
;q

n+ 1
2

j+ 1
2
,r

)
− f

(
C
(
xn

j+ 1
2
,ℓ

)
;q

n+ 1
2

j+ 1
2
,ℓ

)]
, (2.7)

where the point values at t = tn+ 1
2 are obtained using the first two terms of the Taylor

expansion in time,

q
n+ 1

2

j+ 1
2
,ℓ

= qn
j+ 1

2
,ℓ
− ∆t

2
f
(
C(xn

j+ 1
2
,ℓ
);qn

j+ 1
2
,ℓ

)
x

= qn
j+ 1

2
,ℓ
− ∆t

2

∂f

∂q

(
C
(
xn

j+ 1
2
,ℓ

)
;qn

j+ 1
2
,ℓ

)
(qx)

n
j ,

q
n+ 1

2

j+ 1
2
,r

= qn
j+ 1

2
,r
− ∆t

2
f
(
C(xn

j+ 1
2
,r
);qn

j+ 1
2
,r

)
x

= qn
j+ 1

2
,r
− ∆t

2

∂f

∂q

(
C
(
xn

j+ 1
2
,r

)
;qn

j+ 1
2
,r

)
(qx)

n
j+1,

and

qn
j+ 1

2
,ℓ

:= q̃
(
xn

j+ 1
2
,ℓ

)
= q̄n

j + (qx)
n
j

(∆x

2
− aj+ 1

2
∆t
)
,

qn
j+ 1

2
,r

:= q̃
(
xn

j+ 1
2
,r

)
= q̄n

j+1 − (qx)
n
j+1

(∆x

2
− aj+ 1

2
∆t
)
.

Notice that we have denoted the new cell average by q̄int
j+ 1

2

rather than q̄n+1
j+ 1

2

since the cell

averages q̄int
j+ 1

2

obtained at this stage represent the intermediate solution over a nonuniform

grid, which is yet to be projected back onto the original uniform grid.
Since the “nonsmooth” control volumes do not cover the entire computational domain,

the solution must also be evolved in the remaining parts, namely, in the “smooth” control
volumes In

j := [xn
j− 1

2
,r
, xn

j+ 1
2
,ℓ
]× [tn, tn+1]. This is achieved by integrating the system (1.6) over

In
j and approximating the resulting temporal integrals using the midpoint rule as before. The

new (intermediate) cell averages over the smooth parts of the solution can be then written as

q̄int
j = q̄n

j +
(qx)

n
j

2
∆t
(
aj− 1

2
− aj+ 1

2

)

− λ

1 − λ
(
aj− 1

2
+ aj+ 1

2

)
[
f
(
C
(
xn

j+ 1
2
,ℓ

)
;q

n+ 1
2

j+ 1
2
,ℓ

)
− f

(
C
(
xn

j− 1
2
,r

)
;q

n+ 1
2

j− 1
2
,r

)]
, (2.8)

where λ := ∆t/∆x.

Step 3: Projection
We consider a piecewise linear interpolant reconstructed from the evolved intermediate cell
averages:

q̃int(x) =
∑

j

{[
q̄int

j+ 1
2

+ (qx)
int
j+ 1

2
(x − xj+ 1

2
)
]
χ[x

j+1
2 ,ℓ

,x
j+ 1

2 ,r
] + q̄int

j χ[x
j− 1

2 ,r
,x

j+1
2 ,ℓ

]

}
.
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New solution cell averages {q̄n+1
j } can then be computed by projecting the interpolant back

onto the original grid by averaging it over the intervals [xj− 1
2
, xj+ 1

2
]:

q̄n+1
j =

1

∆x

x
j+ 1

2∫

x
j− 1

2

q̃int(ξ) dξ = λaj− 1
2
q̄int

j− 1
2

+
[
1 − λ(aj− 1

2
+ aj+ 1

2
)
]
q̄int

j + λaj+ 1
2
q̄int

j+ 1
2

+
∆x

2

[
(λaj− 1

2
)2(qx)

int
j− 1

2
− (λaj+ 1

2
)2(qx)

int
j+ 1

2

]
, (2.9)

where

(qx)
int
j+ 1

2
= minmod

(
q̄int

j+ 1
2

− qn+1
j+ 1

2
,ℓ

xj+ 1
2
− xj+ 1

2
,ℓ

,
qn+1

j+ 1
2
,r
− q̄int

j+ 1
2

xj+ 1
2
,r − xj+ 1

2

)

=
1

∆taj+ 1
2

minmod
(
q̄int

j+ 1
2
− qn+1

j+ 1
2
,ℓ

,qn+1
j+ 1

2
,r
− q̄int

j+ 1
2

)
. (2.10)

This completes the derivation of the fully discrete central-upwind scheme (2.7)–(2.10).
This scheme is rather cumbersome and therefore we proceed along the lines of [13] and send
∆t → 0 to obtain a much simpler semi-discrete scheme, which will be reduced to (see [13] for
details)

d

dt
q̄j(t) = −

Hj+ 1
2
(t) − Hj− 1

2
(t)

∆x
, (2.11)

where the numerical fluxes are

Hj+ 1
2
(t) =

f(C+
j+ 1

2

;q+
j+ 1

2

) + f(C−

j+ 1
2

;q−

j+ 1
2

)

2
−

aj+ 1
2

2

[(
q+

j+ 1
2

− q−

j+ 1
2

)
− dj+ 1

2

]
. (2.12)

Here, dj+ 1
2

is a correction term, which is a “built-in” anti-diffusion term:

dj+ 1
2

= minmod
(
q+

j+ 1
2

− q∗

j+ 1
2
,q∗

j+ 1
2
− q−

j+ 1
2

)
, (2.13)

where

q∗

j+ 1
2

=
q+

j+ 1
2

+ q−

j+ 1
2

2
+

f(C+
j+ 1

2

;q+
j+ 1

2

) − f(C−

j+ 1
2

;q−

j+ 1
2

)

2aj+ 1
2

. (2.14)

Remark 2.1 The ODE system (2.11) should be solved by a stable and sufficiently accurate
ODE solver. In our numerical experiments, we have used the third-order strong stability
preserving (SSP) Runge-Kutta method (see [6]).

Ideally, we would like to be able to use the scheme (2.11)–(2.14), (2.2)–(2.6) as a “black-
box” solver for (1.1). In the homogeneous case, a direct application leads to accurate results.
However, when the scheme is applied to the heterogeneous case, the obtained results are of
a poor quality. In this case, the strain develops contact discontinuities which can not be
properly resolved by the scheme (2.11)–(2.14), (2.2)–(2.6). To illustrate this, we present the
following numerical example.
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2.1.1 Numerical Example

We now apply the scheme (2.11)–(2.14), (2.2)–(2.6) with θ = 2 to the nonlinear elasticity
system (1.1)–(1.4) with β = 0.3. We first consider the case of a homogeneous media when the
values of the density and bulk modulus of compressibility are constants; that is, in (1.2)–(1.4)
we set

ρ1 ≡ ρ2 ≡ K1 ≡ K2 ≡ 2.

We take the initial data q(x, 0) = 0 and the following boundary conditions:

u(0, t) =

{
−0.2(1 + cos(π(t − 30)/30)), if t ≤ 60,
0, if t > 60,

σ(0, t) ≡ 0. (2.15)

The obtained results are shown in Figure 2.1. As one can see, a shock wave clearly forms and
it is nicely resolved by the central-upwind scheme.

0 50 100 150 200 250 300
−0.1

0

0.1

0.2

0.3

0.4

 

 

t=80
t=160
t=240

0 50 100 150 200 250 300

0

0.2

0.4

0.6

0.8

1

 

 

t=80
t=160
t=240

Figure 2.1: Nonlinear homogeneous elasticity. Strain (left) and stress (right) at t = 80, 160, 240
with ∆x = 0.25 (4 grid cells per layer of material).

We next consider the heterogeneous case with the density and bulk modulus of compress-
ibility are given by (1.2) and (1.3) with

ρ1 = K1 = 3, ρ2 = K2 = 1, ℓ = 1. (2.16)

Compared to the homogeneous case, the situation changes dramatically. In Figure 2.2, the
strain and stress are computed using 4 grid cells per layer of material at t = 80. We compare
the obtained results with the reference solution, computed by a new scheme which we derive
in §2.2 (our reference solution is in very good agreement with the solution presented in [19]).
As one can see, the strain is reasonably resolved while the stress is very oscillatory.

We then increase the number of grid cells per layer to 16 (see Figure 2.3). The strain
is now nicely captured but the resolution of the stress has not improved. At a later time
t = 240, both components of the solution computed with 16 grid cells per layer is of poor
quality. There is a noticeable phase shift in the strain (see Figure 2.4, left) and the stress is
not well resolved at all (see Figure 2.4, right).
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Figure 2.2: Nonlinear heterogeneous elasticity. Strain (left) and stress (right) at t = 80 with
∆x = 0.25 (4 grid cells per layer of material) using a direct implementation of the central-upwind
scheme. The solid line represents a reference solution computed by the new central-upwind scheme
derived in §2.2 with ∆x = 0.015625 (64 grid cells per layer of material).
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Figure 2.3: The same as in Figure 2.2, but with ∆x = 0.0625 (16 grid cells per layer of material).
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Figure 2.4: The same as in Figure 2.3, but at a later time t = 240.
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The results reported in Figures 2.2–2.4 clearly indicate that the central-upwind scheme
(2.11)–(2.14), (2.2)–(2.6) does not work properly. To rectify this, we revise the construction of
the scheme by using the fact that while the conservative quantities (strain and momentum) are
discontinuous across a material interface, the flux functions (velocity and stress) are continuous
there. We also modify the scheme to ensure that the positivity of the strain and stress is
preserved.

2.2 Derivation of a New Central-Upwind Scheme

In order to proceed with the derivation of the new central-upwind scheme, we first introduce
a “dummy” variable U = −u

ε
and rewrite the system (1.1) as

εt + (Uε)x = 0,

(ρUε)t + σx = 0.
(2.17)

The first equation in (2.17) is now a transport equation for ε. Central-upwind schemes for
such equations (see, e.g., [12,15,16]) can be easily made positivity preserving. This is a reason
why we prefer to work with (2.17) rather than with the original system (1.1). We will now go
through the same derivation steps as in §2.1 and “fix” the problems that arise in the case of
the heterogeneous elasticity system.

2.2.1 Special Reconstruction

We assume that at time tn the cell averages ε̄n
j and m̄n

j are available. If we were to proceed
along the lines of §2.1, then we would reconstruct piecewise linear approximations ε̃n

j and m̃n
j .

But ε̄n
j and m̄n

j typically jump across layer interfaces (these are contact discontinuities) so
when a limiter is applied to ε̄n

j and m̄n
j at cells bordering a layer interface, it may result in

a one-sided numerical derivative. Then, even if the resulting reconstruction of ε and m are
non-oscillatory, the corresponding point values of u and σ may be oscillatory.

To illustrate such a possibility, let us consider a particular set of cell averages of m :
{m̄j−1 = 1.5, m̄j = 0.9, m̄j+1 = 0.25, m̄j+2 = 0.25} and the corresponding point values of
u : {uj−1 = 0.5, uj = 0.3, uj+1 = 0.25, uj+2 = 0.25}, as shown in Figures 2.5 and 2.6. A
MinMod2 reconstruction for m in cells j and j + 1 is shown in Figure 2.5 (left). A layer
interface is located at xj+ 1

2
with ρ = 3 to the left and ρ = 1 to the right of the layer interface.

One can see that while the reconstruction for m is non-oscillatory, the corresponding values
of u, obtained through u = m/ρ, contain an oscillation at the layer interface, see Figure 2.5
(right).

To avoid such oscillations, we use the fact that both u and σ are continuous across a
layer interface and apply the limiter to these continuous quantities rather than to ε and
m. In Figure 2.6 (left), the point values u+

j− 1
2

, u−

j+ 1
2

, u+
j+ 1

2

and u−

j+ 3
2

are reconstructed using

MinMod2. The resulting reconstruction is non-oscillatory and the obtained values of m = ρu
are non-oscillatory as well, see Figure 2.6 (right).

In the general case, the point values un
j and σn

j are

un
j =

m̄n
j

ρj

, σn
j = Kj ε̄

n
j + βK2

j (ε̄
n
j )

2 or σn
j = eKj ε̄n

j − 1,
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m+
j+1

2

ρ = 3 ρ = 1

0

Layer Interface

xj+1
2

1.5

1.0

0.5

m̄j−1

m̄j

m̄j+1 m̄j+2

m+
j−1

2

m−
j+3

2

m−
j+1

2 u−
j+1

2

ρ = 3 ρ = 1

Layer Interface

0
xj+1

2

0.2

0.4

0.6

uj−1

uj

uj+1 uj+2

u+
j−1

2

u−
j+3

2

u+
j+1

2

Figure 2.5: MinMod2 reconstruction applied to the cell averages of m (left) and the obtained
point values of u = m/ρ (right). Notice the oscillation in the u-field at x = xj+ 1

2
.

where m = −ρUε. The reconstructed point values are then

u−

j+ 1
2

= un
j +

∆x

2
(ux)

n
j , u+

j+ 1
2

= un
j+1 −

∆x

2
(ux)

n
j+1,

σ−

j+ 1
2

= σn
j +

∆x

2
(σx)

n
j , σ+

j+ 1
2

= σn
j+1 −

∆x

2
(σx)

n
j+1,

where the slopes are obtained using, for example, the generalized minmod limiter:

(ux)
n
j = minmod

(
θ
un

j+1 − un
j

∆x
,

un
j+1 − un

j−1

2∆x
, θ

un
j − un

j−1

∆x

)
,

(σx)
n
j = minmod

(
θ
σn

j+1 − σn
j

∆x
,

σn
j+1 − σn

j−1

2∆x
, θ

σn
j − σn

j−1

∆x

)
.

We can now calculate the corresponding point values of ε, m, and U , which are also used in
the calculation of the numerical fluxes. First, we introduce the notations ρ±

j+ 1
2

:= ρ(xj+ 1
2
± 0)

and K±

j+ 1
2

:= K(xj+ 1
2
± 0), and compute ε±

j+ 1
2

by

ε±
j+ 1

2

=
−1 +

√
1 + 4βσ±

j+ 1
2

2βK±

j+ 1
2

or ε±
j+ 1

2

=
ln(σ±

j+ 1
2

+ 1)

K±

j+ 1
2

, (2.18)

depending on which stress-strain relation, (1.4) or (1.5), is being used. Next, we compute
U±

j+ 1
2

. To this end, we need to use the formula U = −u/ε, which becomes singular if ε ≈ 0.

We therefore desingularize this calculation by using the approach from [15]:

U±

j+ 1
2

= −

√
2ε±

j+ 1
2

u±

j+ 1
2√(

ε±
j+ 1

2

)4

+ max

((
ε±

j+ 1
2

)4

, δ

) ,
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uj

ρ = 3 ρ = 1

Layer Interface

0
xj+1

2

0.2

0.4

0.6

uj−1

uj+1 uj+2

u−
j+3

2

u+
j−1

2

u−
j+1

2

= u+
j+1

2

m−
j+3

2

ρ = 3 ρ = 1

0

Layer Interface

xj+1
2

1.5

1.0

0.5

m̄j−1

m̄j

m̄j+1 m̄j+2

m+
j−1

2

m−
j+1

2

m+
j+1

2

Figure 2.6: MinMod2 reconstruction applied to the point values of u (left) and the obtained point
values of m = ρu (right). The resulting reconstruction is non-oscillatory.

where δ is taken to be a small positive number (in our numerical experiments, we have taken
δ to be dependent on the size of the mesh in the following way: if ∆x = 2−p, δ = 2−24(∆x)4.
However, this selection of δ is not crucial at all and other values of δ can be successfully used).
Finally, we obtain m±

j+ 1
2

= −ρ±

j+ 1
2

U±

j+ 1
2

ε±
j+ 1

2

.

2.2.2 Special Projection Step

We now turn to the description of the main novel part of our scheme – a special projection
step which is crucial for the stability of the proposed method. The projection step in §2.1
involved the intermediate cell averages q̄int

j , q̄int
j+ 1

2

, and the slopes (qx)
int
j+ 1

2

, used to obtain a

piecewise linear reconstruction (schematically shown in Figure 2.7 on the left), which is then
averaged over the cell (xj− 1

2
, xj+ 1

2
). Unfortunately, this leads to oscillations in the continuous

fields (u and σ).

ε̄ int
j+1

2

xj−1
2

xj

Layer Interface

xj+1
2

ε̄ int
j

ε̄ int
j−1

2

ε̄int
j+1

2,R

Layer Interface

xj+1
2

xj−1
2

xj

ε̄int
j−1

2

ε̄int
j

ε̄int
j+1

2,L

ε̄int
j+1

2

Figure 2.7: Piecewise linear reconstruction of the first component of q̄int using the minmod
reconstruction as in §2.1 (left) and the modified approach (right).
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The main reason the instabilities develop is averaging of conservative quantities (ε and m)
across the layer interfaces where both ρ and K jump. Let us assume that the layer interface
is located at x = xj+ 1

2
. Then, the averaged quantities q̄int

j+ 1
2

are very inaccurate and thus

they are to be replaced at the projection step with two constant pieces q̄int
j+ 1

2
,L

and q̄int
j+ 1

2
,R

, see

Figure 2.7 (right). Their values are determined using the following two requirements. First,
from the conservation of ε and m, we have

1

2

(
q̄int

j+ 1
2
,L

+ q̄int
j+ 1

2
,R

)
= q̄int

j+ 1
2
. (2.19)

Second, we would like to make sure that σ and u are continuous across the layer interface.
This requirement should be satisfied for both finite ∆t and in the case when ∆t → 0 (i.e., if
we pass to the semi-discrete limit when σint

j+ 1
2
,L

→ σ−

j+ 1
2

and σint
j+ 1

2
,R

→ σ+
j+ 1

2

). Therefore, we

take
σint

j+ 1
2
,L

= σint
j+ 1

2
,R

, uint
j+ 1

2
,L

= uint
j+ 1

2
,R

,

which can be rewritten in terms of the new conservative quantities q̄int
j+ 1

2
,L

and q̄int
j+ 1

2
,R

as

follows:

K−

j+ 1
2

ε̄int
j+ 1

2
,L

= K+
j+ 1

2

ε̄int
j+ 1

2
,R

,
m̄int

j+ 1
2
,L

ρ−

j+ 1
2

=
m̄int

j+ 1
2
,R

ρ+
j+ 1

2

. (2.20)

After solving the linear system (2.19), (2.20), we obtain

q̄int
j+ 1

2
,L

=




ε̄int
j+ 1

2
,L

m̄int
j+ 1

2
,L


 =




2K+
j+ 1

2

K−

j+ 1
2

+ K+
j+ 1

2

ε̄int
j+ 1

2

2ρ−

j+ 1
2

ρ−

j+ 1
2

+ ρ+
j+ 1

2

m̄int
j+ 1

2




,

q̄int
j+ 1

2
,R

=




ε̄int

j+ 1
2
,R

m̄int
j+ 1

2
,R



 =




2K−

j+ 1
2

K−

j+ 1
2

+ K+
j+ 1

2

ε̄int
j+ 1

2

2ρ+
j+ 1

2

ρ−

j+ 1
2

+ ρ+
j+ 1

2

m̄int
j+ 1

2




.

We now define the auxiliary diagonal matrices A+
j+ 1

2

and A−

j+ 1
2

,

A+
j+ 1

2

:=




2K−

j+ 1
2

K−

j+ 1
2

+ K+
j+ 1

2

0

0
2ρ+

j+ 1
2

ρ−

j+ 1
2

+ ρ+
j+ 1

2




, A−

j+ 1
2

:=




2K+
j+ 1

2

K−

j+ 1
2

+ K+
j+ 1

2

0

0
2ρ−

j+ 1
2

ρ−

j+ 1
2

+ ρ+
j+ 1

2




,

(2.21)
so that

q̄int
j+ 1

2
,L

= A−

j+ 1
2

q̄int
j+ 1

2
, q̄int

j+ 1
2
,R

= A+
j+ 1

2

q̄int
j+ 1

2
. (2.22)
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Note that if there is no layer interface at xj+ 1
2
, then K−

j+ 1
2

= K+
j+ 1

2

and ρ−

j+ 1
2

= ρ+
j+ 1

2

so that

A−

j+ 1
2

= A+
j+ 1

2

= I and q̄int
j+ 1

2
,L

= q̄int
j+ 1

2
,R

= q̄int
j+ 1

2
.

After modifying the reconstruction q̃int, we are now ready to perform the projection step
which will be different from (2.9) in the cells next to the layer interface. Without loss of
generality, we assume that the interface is located on the right and obtain (compare with
(2.9)):

q̄n+1
j =

1

∆x

x
j+ 1

2∫

x
j− 1

2

q̃int(ξ) dξ = λaj− 1
2
q̄int

j− 1
2

+
[
1 − λ

(
aj− 1

2
+ aj+ 1

2

)]
q̄int

j + λaj+ 1
2
q̄int

j+ 1
2
,L

+
∆x

2

(
λaj− 1

2

)2

(qx)
n+1
j− 1

2

. (2.23)

We then substitute (2.7), (2.8), (2.21) and (2.22) into (2.23), subtract q̄n
j from both sides,

divide by ∆t, and take into account that A−

j− 1
2

= A+
j− 1

2

= I (and hence q̄int
j− 1

2
= q̄int

j− 1
2
,R

) to

obtain

q̄n+1
j − q̄n

j

∆t
=

aj− 1
2

∆x
q̄int

j− 1
2
,R

+

[
1

∆t
−

aj− 1
2

+ aj+ 1
2

∆x

]
q̄int

j+ 1
2

+
aj+ 1

2

∆x
q̄int

j+ 1
2
,L
−

q̄n
j

∆t
+

λ

2
a2

j− 1
2
(qx)

n+1
j− 1

2

=
aj− 1

2

∆x
A+

j− 1
2

q̄int
j− 1

2
+

[
1

∆t
−

aj− 1
2

+ aj+ 1
2

∆x

]
q̄int

j+ 1
2

+
aj+ 1

2

∆x
A−

j+ 1
2

q̄int
j+ 1

2
−

q̄n
j

∆t
+

λ

2
a2

j− 1
2
(qx)

n+1
j− 1

2

=
aj− 1

2

2∆x
A+

j− 1
2

(
q̄n

j−1 + q̄n
j

)
−

A+
j− 1

2

2∆x

[
f
(
C
(
xn

j− 1
2
,r

)
;q

n+ 1
2

j− 1
2
,r

)
− f

(
C
(
xn

j− 1
2
,ℓ

)
;q

n+ 1
2

j− 1
2
,ℓ

)]

−
(aj− 1

2
+ aj+ 1

2
)

∆x
q̄n

j − 1

∆x

[
f
(
C
(
xn

j+ 1
2
,ℓ

)
;q

n+ 1
2

j+ 1
2
,ℓ

)
− f

(
C
(
xn

j− 1
2
,r

)
;q

n+ 1
2

j− 1
2
,r

)]
+

λ

2
a2

j− 1
2
(qx)

n+1
j− 1

2

+
aj+ 1

2

2∆x
A−

j+ 1
2

(
q̄n

j + q̄n
j+1

)
−

A−

j+ 1
2

2∆x

[
f
(
C
(
xn

j+ 1
2
,r

)
;q

n+ 1
2

j+ 1
2
,r

)
− f

(
C
(
xn

j+ 1
2
,ℓ

)
;q

n+ 1
2

j+ 1
2
,ℓ

)]

= − 1

2∆x

{
A−

j+ 1
2

f
(
C
(
xn

j+ 1
2
,r

)
;q

n+ 1
2

j+ 1
2
,r

)
+
(
2I −A−

j+ 1
2

)
f
(
C
(
xn

j+ 1
2
,ℓ

)
;q

n+ 1
2

j+ 1
2
,ℓ

)

−
[(

2I −A+
j− 1

2

)
f
(
C
(
xn

j− 1
2
,r

)
;q

n+ 1
2

j− 1
2
,r

)
+ A+

j− 1
2

f
(
C
(
xn

j− 1
2
,ℓ

)
;q

n+ 1
2

j− 1
2
,ℓ

)]}

+aj+ 1
2

(
A−

j+ 1
2

q̄n
j+1 −

(
2I −A−

j+ 1
2

)
q̄n

j

)
− aj− 1

2

((
2I −A+

j− 1
2

)
q̄n

j −A+
j− 1

2

q̄n
j−1

)

+
λ

2
a2

j− 1
2
(qx)

n+1
j− 1

2
.

Finally, sending ∆t → 0 and using the fact that, according to (2.21), A+
j+ 1

2

+ A−

j+ 1
2

≡ 2I, we

arrive at the following semi-discretization:

d

dt
q̄j(t) = −

A−

j+ 1
2

f(C+
j+ 1

2

;q+
j+ 1

2

) + A+
j+ 1

2

f(C−

j+ 1
2

;q−

j+ 1
2

)

2∆x
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+
A−

j− 1
2

f(C+
j− 1

2

;q+
j− 1

2

) + A+
j− 1

2

f(C−

j− 1
2

;q−

j− 1
2

)

2∆x

− 1

2∆x

[
aj+ 1

2

(
A−

j+ 1
2

q+
j+ 1

2

−A+
j+ 1

2

q−

j+ 1
2

)
− aj− 1

2

(
A−

j− 1
2

q+
j− 1

2

−A+
j− 1

2

q−

j− 1
2

)]
−

a2
j− 1

2

2∆x
dj− 1

2
,

where dj− 1
2

is the same as in (2.13), (2.14).
The new semi-discrete central-upwind scheme can be then written in the flux form:

d

dt
q̄j(t) = −

Hj+ 1
2
(t) − Hj− 1

2
(t)

∆x
, (2.24)

where the numerical fluxes are

Hj+ 1
2
(t) =

A−

j+ 1
2

f(C+
j+ 1

2

;q+
j+ 1

2

) + A+
j+ 1

2

f(C−

j− 1
2

;q−

j+ 1
2

)

2

− aj+ 1
2

[(
A−

j+ 1
2

q+
j+ 1

2

−A+
j+ 1

2

q−

j+ 1
2

)
− dj+ 1

2

]
. (2.25)

The new numerical fluxes are similar to (2.12), except with the new A factors and the fact
that the built-in “anti-diffusion” term dj+ 1

2
is zero at material interfaces, i.e.,

dj+ 1
2

=





minmod
(
q+

j+ 1
2

− q∗

j+ 1
2

,q∗

j+ 1
2

− q−

j+ 1
2

)
, if ρ−

j+ 1
2

= ρ+
j+ 1

2

,

0, if ρ−

j+ 1
2

6= ρ+
j+ 1

2

,
(2.26)

where

q∗

j+ 1
2

=
q+

j+ 1
2

+ q−

j+ 1
2

2
+

f(C+
j+ 1

2

;q+
j+ 1

2

) − f(C−

j+ 1
2

;q−

j+ 1
2

)

2aj+ 1
2

. (2.27)

We would like to recall that away from layer interfaces, Aj+ 1
2

= I by (2.21). Thus, the new

flux (2.25) coincides with the old one, (2.12), there.

Remark 2.2 It is easy to check that for each component

d
(i)

j+ 1
2

= (1 − µ
(i)

j+ 1
2

)(A−

j+ 1
2

q+
j+ 1

2

−A+
j+ 1

2

q−

j+ 1
2

)(i), i = 1, 2,

where µ
(i)

j+ 1
2

is between 0 and 1
2

(this explains why we use the term built-in ”anti-diffusion”

for dj+ 1
2
). Then, for instance, the first component of the numerical flux can be written as

H
(1)

j+ 1
2

(t) =
K+

j+ 1
2

(Uε)+
j+ 1

2

+ K−

j+ 1
2

(Uε)−
j+ 1

2

K+
j+ 1

2

+ K−

j+ 1
2

−
aj+ 1

2
(1 − µ

(1)

j+ 1
2

)

K+
j+ 1

2

+ K−

j+ 1
2

(
K+

j+ 1
2

ε+
j+ 1

2

− K−

j+ 1
2

ε−
j+ 1

2

)
, (2.28)

where

µ
(1)

j+ 1
2

=
d

(1)

j+ 1
2

2K+

j+1
2

K−

j+ 1
2

+K+

j+ 1
2

ε+
j+ 1

2

−
2K−

j+ 1
2

K−

j+ 1
2

+K+

j+1
2

ε−
j+ 1

2

=
K+

j+ 1
2

+ K−

j+ 1
2

2
·

d
(1)

j+ 1
2

K+
j+ 1

2

ε+
j+ 1

2

− K−

j+ 1
2

ε−
j+ 1

2

whenever K+
j+ 1

2

ε+
j+ 1

2

6= K−

j+ 1
2

ε−
j+ 1

2

(otherwise µ
(1)

j+ 1
2

can be taken to be any number).
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2.2.3 Positivity Preserving Scheme

The new central-upwind scheme presented in §2.2.1 and 2.2.2 will be non-oscillatory and may
provide a rather satisfactory resolution of the solitary waves. However, it will not guarantee
that the positivity of ε and σ will be preserved. To fix this problem, we proceed as follows.
We first apply the forward Euler discretization to the first component of (2.24) and obtain

ε̄n+1
j = ε̄n

j − λ
(
H

(1)

j+ 1
2

− H
(1)

j− 1
2

)
, (2.29)

with the numerical flux given by (2.28). We then notice that:
(i) By our reconstruction procedure described in §2.2.1,

(Uε)±
j± 1

2

= U±

j± 1
2

· ε±
j± 1

2

; (2.30)

(ii) By the Taylor expansion of the function ε(σ),

ε̄n
j =

ε+
j− 1

2

+ ε−
j+ 1

2

2
− (∆x)2

16
((σx)j)

2 [ε′′(σ1
j ) + ε′′(σ2

j )
]
, (2.31)

where σ1
j and σ2

j are some intermediate values (one of them is between σn
j and σn

j−1 and the
other is between σn

j and σn
j+1). Then, plugging (2.28), (2.30) and (2.31) into (2.29) results in

ε̄n+1
j =

[
1

2
−

λK+
j− 1

2

K+
j− 1

2

+ K−

j− 1
2

(
aj− 1

2
(1 − µ

(1)

j− 1
2

) − U+
j− 1

2

)]
ε+

j− 1
2

+

[
1

2
−

λK−

j+ 1
2

K+
j+ 1

2

+ K−

j+ 1
2

(
aj+ 1

2
(1 − µ

(1)

j+ 1
2

) + U−

j+ 1
2

)]
ε−

j+ 1
2

+
λK+

j+ 1
2

K+
j+ 1

2

+ K−

j+ 1
2

(
aj+ 1

2
(1 − µ

(1)

j+ 1
2

) − U+
j+ 1

2

)
ε+

j+ 1
2

+
λK−

j− 1
2

K+
j− 1

2

+ K−

j− 1
2

(
aj− 1

2
(1 − µ

(1)

j− 1
2

) + U−

j− 1
2

)
ε−

j− 1
2

− (∆x)2

16
((σx)j)

2 [ε′′(σ1
j ) + ε′′(σ2

j )
]
. (2.32)

To show that ε̄n+1
j ≥ 0, it will suffice to make sure that each term on the right hand side (RHS)

of (2.32) is nonnegative. The last term is nonnegative since ε(σ) is a concave down function,
that is, ε′′(σ) < 0 for all σ. To make the other terms positive, we modify the definition of the
local speeds given in §2.1 and set

aj+ 1
2

= max





√√√√(dσ/dε)+
j+ 1

2

ρ+
j+ 1

2

,

√√√√(dσ/dε)−
j+ 1

2

ρ−

j+ 1
2

,

∣∣U+
j+ 1

2

∣∣

1 − µ
(1)

j+ 1
2

,

∣∣U−

j+ 1
2

∣∣

1 − µ
(1)

j+ 1
2



 . (2.33)

where (dσ/dε)±
j+ 1

2
are obtained from either (2.4) or (2.5) by substituting K±

j+ 1
2

and ε±
j+ 1

2

there.

This ensures that the third and fourth terms on the RHS of (2.32) are nonnegative. The
positivity of the first two terms will be guaranteed under the following CFL condition:

∆t ≤ ∆x

2aγ
, a := max

j

{
aj+ 1

2

}
, γ := max

j





2 max
{

K−

j+ 1
2

, K+
j+ 1

2

}

K−

j+ 1
2

+ K+
j+ 1

2



 . (2.34)
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We summarize the obtained results in the following theorem.

Theorem 2.1 Let the system (2.17) with (1.2), (1.3) and either (1.4) or (1.5) be discretized

by the new central-upwind scheme (2.24)–(2.27), (2.33) which uses the reconstructed procedure

described in §2.2.1. Assume that the system of ODEs (2.24) is solved by the forward Euler

method and that for all j, ε̄n
j ≥ 0. Then, for all j, ε̄n+1

j ≥ 0, provided that ∆t satisfies the CFL

condition (2.34).

Remark 2.3 Theorem 2.1 is still valid if the forward Euler method is replaced with a higher-
order SSP ODE solver since such solvers can be written as a convex combination of several
forward Euler steps.

3 Two-Dimensional Central Upwind Scheme

We follow [10] and use a “dimension-by-dimension” approach in order to extend the 1-D
system to the following (nonlinear) 2-D elasticity system

εt − ux − vy = 0,

(ρ(x, y)u)t − σx(K(x, y); ε) = 0,

(ρ(x, y)v)t − σy(K(x, y); ε) = 0,

(3.1)

where u and v are the x- and y-velocities, respectively. The system (3.1) can be written as

qt(x, t) + ∇xf(C(x);q) = 0, (3.2)

where x = (x, y)T ,

q =




ε
mu

mv


 , f(C(x);q) =




−mu/ρ
−σ
0


 , g(C(x);q) =




−mv/ρ
0
−σ


 . (3.3)

Here, mu = ρu and mv = ρv denote the corresponding momenta and σ is defined as in either
(1.4) or (1.5).

This elasticity system is relevant when the layers of material are either vertical or hori-
zontal. In this case, one can set up a Cartesian grid for which material interfaces align with
the cell interfaces as, for instance, in Figure 4.6. In a general 2-D case, the elasticity system
is more complicated (see, e.g., [18]).

We design a new central-upwind scheme for the system (3.2), (3.3) along the same lines as
in §2.2. We first define new “dummy” variables U = −u

ε
and V = −v

ε
and rewrite (3.1) as

εt + (Uε)x + (V ε)y = 0,

(ρUε)t + σx = 0,

(ρV ε)t + σy = 0,

(3.4)

where mu = −ρUε and mv = −ρV ε.
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We consider a uniform grid with xj = j∆x, yk = k∆x and tn = n∆t and assume that the
cell averages at time tn,

q̄n
j,k ≈ 1

∆x∆y

x
j+ 1

2∫

x
j− 1

2

y
k+ 1

2∫

y
k− 1

2

q(x, y, tn) dxdy,

are available.
At the reconstruction step, we again (as in §2.2.1) reconstruct the continuous flux variables

instead of the discontinuous conservative ones. This means that the point values at the cell
centers,

un
j,k =

(m̄u)
n
j,k

ρj,k

, vn
j,k =

(m̄v)
n
j,k

ρj,k

, σn
j,k = Kj,kε̄

n
j,k + βK2

j,k(ε̄
n
j,k)

2 or σn
j,k = eKj,kε̄n

j,k − 1,

are used to obtain the reconstructed values at the corresponding sides of cell (j,k):

uE
j,k = un

j,k +
∆x

2
(ux)

n
j,k, uN

j,k = un
j,k +

∆y

2
(uy)

n
j,k,

uW
j,k = un

j,k −
∆x

2
(ux)

n
j,k, uS

j,k = un
j,k −

∆y

2
(uy)

n
j,k,

uNE
j,k = un

j,k +
∆x

2
(ux)

n
j,k +

∆y

2
(uy)

n
j,k, uNW

j,k = un
j,k −

∆x

2
(ux)

n
j,k +

∆y

2
(uy)

n
j,k,

uSE
j,k = un

j,k +
∆x

2
(ux)

n
j,k −

∆y

2
(uy)

n
j,k, uSW

j,k = un
j,k −

∆x

2
(ux)

n
j,k −

∆y

2
(uy)

n
j,k.

(3.5)

To ensure a non-oscillatory nature of the scheme, the slopes in (3.5), (ux)
n
j,k and (uy)

n
j,k, are to

be computed using (one’s favorite) nonlinear limiter. In the numerical experiment reported
in §4, we have used the MinMod2 limiter:

(ux)
n
j,k = minmod

(
2
un

j+1,k − un
j,k

∆x
,

un
j+1,k − un

j−1,k

2∆x
, 2

un
j,k − un

j−1,k

∆x

)
,

(uy)
n
j,k = minmod

(
2
un

j,k+1 − un
j,k

∆y
,

un
j,k+1 − un

j,k−1

2∆y
, 2

un
j,k − un

j,k−1

∆y

)
.

The reconstructed values of the other two flux variables, v and σ, are obtained in a similar
way.

We can now calculate the corresponding point values of ε, mu, mv, U and V . We first
compute εE

j,k, depending on which stress-strain relation is being used, by either

εE
j,k =

−1 +
√

1 + 4βσE
j,k

2βKE
j,k

or εE
j,k =

ln(σE
j,k + 1)

KE
j,k

, (3.6)

where KE
j,k := K(xj+ 1

2
−0, yk). To compute UE

j,k and V E
j,k, we again desingularize the calculation

by

UE
j,k = −

√
2 εE

j,ku
E
j,k√(

εE
j,k

)4
+ max

{ (
εE

j,k

)4
, δ
} and V E

j,k = −
√

2 εE
j,kv

E
j,k√(

εE
j,k

)4
+ max

{ (
εE

j,k

)4
, δ
} ,
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where, as in the 1-D case, δ is taken to be a small positive number.
We finally obtain

(mu)
E
j,k = −ρE

j,kU
E
j,kε

E
j,k and (mv)

E
j,k = −ρE

j,kV
E
j,kε

E
j,k, (3.7)

where ρE
j,k := ρ(xj+ 1

2
− 0, yk). All other point values of q along the boundary of cell (j,k) are

calculated likewise.
As it was pointed out in [13, 14], a fully discrete 2-D scheme may be very cumbersome.

Instead of working out its details, we directly proceed to the semi-discrete limit (along the
lines of [13]) to obtain

d

dt
q̄j,k(t) = −

Hx
j+ 1

2
,k
(t) − Hx

j− 1
2
,k
(t)

∆x
−

Hy

j,k+ 1
2

(t) −Hy

j,k− 1
2

(t)

∆y
. (3.8)

The numerical fluxes will be similar to those in [13], except that at material interfaces, the
fluxes are modified in a similar fashion to §2.2.2. The new 2-D central-upwind fluxes are

Hx
j+ 1

2
,k
(t) =

AE
j,kf(C

W
j+1,k;q

W
j+1,k) + AW

j+1,kf(C
E
j,k;q

E
j,k)

2

−
ax

j+ 1
2
,k

2

[(
AE

j,kq
W
j+1,k −AW

j+1,kq
E
j,k

)
− dx

j+ 1
2
,k

]
,

Hy

j,k+ 1
2

(t) =
AN

j,kf(C
S
j,k+1;q

S
j,k+1) + AS

j,k+1f(C
N
j,k;q

N
j,k)

2

−
ay

j,k+ 1
2

2

[(
AN

j,kq
S
j,k+1 −AS

j,k+1q
N
j,k

)
− dy

j,k+ 1
2

]
.

(3.9)

The auxiliary diagonal matrices A in (3.9) are given by

AW
j+1,k = diag

(
2KE

j,k

KE
j,k + KW

j+1,k

,
2ρW

j+1,k

ρE
j,k + ρW

j+1,k

, 0

)
,

AE
j,k = diag

(
2KW

j+1,k

KE
j,k + KW

j+1,k

,
2ρE

j,k

ρE
j,k + ρW

j+1,k

, 0

)
,

AS
j,k+1 = diag

(
2KN

j,k

KN
j,k + KS

j,k+1

, 0,
2ρS

j,k+1

ρN
j,k + ρS

j,k+1

)
,

AN
j,k = diag

(
2KS

j,k+1

KN
j,k + KS

j,k+1

, 0,
2ρN

j,k

ρN
j,k + ρS

j,k+1

)
,

(3.10)

and as in the 1-D case, they will be equal to I away from a material interfaces. The local
propagation speeds are estimated by

ax
j+ 1

2
,k

= max





√√√√(dσ/dε)Wj+1,k

ρW
j+1,k

,

√√√√(dσ/dε)Ej,k
ρE

j,k

,
UW

j+1,k

1 − µ
(1)

j+ 1
2
,k

,
UE

j,k

1 − µ
(1)

j+ 1
2
,k





,

ay

j,k+ 1
2

= max





√√√√(dσ/dε)Sj,k+1

ρS
j,k+1

,

√√√√(dσ/dε)Nj,k
ρN

j,k

,
V S

j,k+1

1 − µ
(1)

j,k+ 1
2

,
V N

j,k

1 − µ
(1)

j,k+ 1
2





.

(3.11)
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As in §2, dx
j+ 1

2
,k

and dy

j,k+ 1
2

are built-in “anti-diffusion” terms from [13], which affect the

numerical fluxes (3.9) away from layer interfaces:

dx
j+ 1

2
,k

=

{ Ax(δq)j+ 1
2
,k, ρj,k = ρj+1,k,

0, ρj,k 6= ρj+1,k,
dy

j,k+ 1
2

=

{ Ay(δq)j,k+ 1
2
, ρj,k = ρj+1,k,

0, ρj,k 6= ρj+1,k,
(3.12)

where

(δq)j+ 1
2
,k = minmod

(
qNW

j+1,k − q∗

j+ 1
2
,k
,q∗

j+ 1
2
,k
− qNE

j,k ,qSW
j+1,k − q∗

j+ 1
2
,k
,q∗

j+ 1
2
,k
− qSE

j,k

)
,

(δq)j,k+ 1
2

= minmod
(
qSW

j,k+1 − q∗

j,k+ 1
2

,q∗

j,k+ 1
2

− qNW
j,k ,qSE

j,k+1 − q∗

j,k+ 1
2

,q∗

j,k+ 1
2

− qNE
j,k

)
,

(3.13)

the intermediate values of q are given by

q∗

j+ 1
2
,k

=
qW

j+1,k + qE
j,k

2
−

f
(
CW

j+1,k;q
W
j+1,k

)
− f

(
CE

j,k;q
E
j,k

)

2ax
j+ 1

2
,k

,

q∗

j,k+ 1
2

=
qS

j,k+1 + qN
j,k

2
−

g
(
CS

j,k+1;q
S
j,k+1

)
− f

(
CN

j,k;q
N
j,k

)

2ay

j,k+ 1
2

,

(3.14)

and the auxiliary diagonal matrices Ax and Ay, needed to keep the third component of Hx
j+ 1

2
,k

and the second component of Hy

j,k+ 1
2

to be zero, are simply equal to

Ax = diag(1, 1, 0), Ay = diag(1, 0, 1). (3.15)

As in the 1-D case, we define

µ
(1)

j+ 1
2
,k

=
KE

j,k + KW
j+1,k

2
·

(
dx

j+ 1
2
,k

)(1)

KW
j+1,kε

W
j+1,k − KE

j,kε
E
j,k

,

µ
(1)

j,k+ 1
2

=
KN

j,k + KS
j,k+1

2
·

(
dy

j,k+ 1
2

)(1)

KS
j,k+1ε

S
j,k+1 − KN

j,kε
N
j,k

,

which have been used in (3.11). Hence, the first component of the numerical flux (3.9) can be
rewritten as

(
Hx

j+ 1
2
,k

)(1)
=

KE
j,k(Uε)E

j,k + KW
j+1,k(Uε)W

j+1,k

KE
j,k + KW

j+1,k

−
ax

j+ 1
2
,k

(
1 − µ

(1)

j+ 1
2
,k

)

KE
j,k + KW

j+1,k

(
KW

j+1,kε
W
j+1,k − KE

j,kε
E
j,k

)
,

(3.16)
and

(
Hy

j,k+ 1
2

)(1)
=

KN
j,k(V ε)N

j,k + KS
j,k+1(V ε)S

j,k+1

KN
j,k + KS

j,k+1

−
ay

j,k+ 1
2

(
1 − µ

(1)

j,k+ 1
2

)

KN
j,k + KS

j,k+1

(
KS

j,k+1ε
S
j,k+1 − KN

j,kε
N
j,k

)
.

(3.17)
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3.1 Positivity Preserving Scheme

Theorem 3.1 Consider the system (3.4) and the new central-upwind scheme (3.8)–(3.15),
(3.5)–(3.7). Assume that the system of ODEs (3.8) is solved by the forward Euler method and

that for all j,k, ε̄n
j,k ≥ 0. Then, for all j,k, ε̄n+1

j,k ≥ 0, provided that

∆t ≤ min

{
∆x

4aγx

,
∆y

4bγy

}
, (3.18)

where a := max
j,k

{
ax

j+ 1
2
,k

}
, b := max

j,k

{
ay

j,k+ 1
2

}
, γx := max

j,k

{
2 max

{
KE

j,k, K
W
j+1,k

}

KE
j,k + KW

j+1,k

}
, and

γy := max
j,k

{
2 max

{
KN

j,k, K
S
j,k+1

}

KN
j,k + KS

j,k+1

}
.

Proof: The first component of (3.8) along with the forward Euler discretization in time can
be written as

ε̄n+1
j,k = ε̄n

j,k − λx

((
Hx

j+ 1
2
,k

)(1) −
(
Hx

j− 1
2
,k

)(1))− λy

((
Hy

j,k+ 1
2

)(1) −
(
Hy

j,k− 1
2

)(1))
, (3.19)

where λx := ∆t
∆x

and λy = ∆t
∆y

. We now rewrite ε̄n+1
j,k as a linear combination of the reconstructed

point values of ε. To this end, we first use the Taylor expansion of the function ε(σ) to obtain

ε̄n
j,k =

1

4

(
εE

j,k + εW
j,k + εS

j,k + εN
j,k

)

− (∆x)2

16

(
(σx)j,k

)2 [
ε′′(σ1

j,k) + ε′′(σ2
j,k)
]
− (∆y)2

16

(
(σy)j,k

)2 [
ε′′(σ3

j,k) + ε′′(σ4
j,k)
]
, (3.20)

where σ1
j,k, σ

2
j,k, σ

3
j,k and σ4

j,k are some intermediate values. We then notice that by our recon-
struction procedure

(Uε)
E(W)
j,k = U

E(W)
j,k · εE(W)

j,k , (V ε)
N(S)
j,k = V

N(S)
j,k · εN(S)

j,k , (3.21)

and plug (3.16), (3.17), (3.20) and (3.21) into (3.19) to end up with

ε̄n+1
j,k =

[
1

4
−

λxK
W
j,k

KE
j−1,k + KW

j,k

(
ax

j− 1
2
,k

(
1 − µ

(1)

j− 1
2
,k

)
− UW

j,k

)]
εW

j,k

+

[
1

4
−

λxK
E
j,k

KE
j,k + KW

j+1,k

(
ax

j+ 1
2
,k

(
1 − µ

(1)

j+ 1
2
,k

)
+ UE

j,k

)]
εE

j,k

+
λxK

W
j+1,k

KE
j,k + KW

j+1,k

(
ax

j+ 1
2
,k

(
1 − µ

(1)

j+ 1
2
,k

)
− UW

j+1,k

)
εW

j+1,k

+
λxK

E
j−1,k

KE
j−1,k + KW

j,k

(
ax

j− 1
2
,k

(
1 − µ

(1)

j− 1
2
,k

)
+ UE

j−1,k

)
εE

j−1,k

+

[
1

4
−

λyK
S
j,k

KN
j,k−1 + KS

j,k

(
ay

j,k− 1
2

(
1 − µ

(1)

j,k− 1
2

)
− V S

j,k

)]
εS

j,k
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+

[
1

4
−

λyK
N
j,k

KN
j,k + KS

j,k+1

(
ay

j,k+ 1
2

(
1 − µ

(1)

j,k+ 1
2

)
+ V N

j,k

)]
εN

j,k

+
λyK

S
j,k+1

KN
j,k + KS

j,k+1

(
ay

j,k+ 1
2

(
1 − µ

(1)

j,k+ 1
2

)
− V S

j,k+1

)
εS

j,k+1

+
λyK

N
j,k−1

KN
j,k−1 + KS

j,k

(
ay

j,k− 1
2

(
1 − µ

(1)

j,k− 1
2

)
+ V N

j,k−1

)
εN

j,k−1

− (∆x)2

16

(
(σx)j,k

)2 [
ε′′(σ1

j,k) + ε′′(σ2
j,k)
]
− (∆y)2

16

(
(σy)j,k

)2 [
ε′′(σ3

j,k) + ε′′(σ4
j,k)
]
. (3.22)

To show that ε̄n+1
j,k ≥ 0, it will be enough to show that each term on the RHS of (3.22)

is nonnegative. The last two terms are nonnegative since ε(σ) is a concave down function.
The third, fourth, seventh and eighth terms are guaranteed to be nonnegative by (3.11).
Finally, the CFL condition (3.18) ensures that the remaining terms are also nonnegative.
This completes the proof of the theorem. �

Remark 3.1 Theorem 3.1 is still valid if the forward Euler method is replaced with a higher-
order SSP ODE solver since such solvers can be written as a convex combination of several
forward Euler steps.

4 Numerical Examples

4.1 One-Dimensional Example

We apply the scheme (2.24)–(2.27), (2.33), (2.34) with β = 0.3 to the system (1.1)–(1.4) in
the example at which the original central-upwind scheme failed to produce accurate results
(see §2.1). We take θ = 2 for small time calculations (t ≤ 240) and θ = 1.6 for large times
(t ≥ 840).
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Figure 4.1: Nonlinear heterogeneous elasticity. Strain (left) and stress (right) at t = 80, 160, 240
with ∆x = 0.25 (4 grid cells per layer of material) using the new central-upwind scheme.
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In Figure 4.1, we plot the strain and stress at times t = 80, 160, 240 computed with
∆x = 0.25, or 4 grid cells per layer of material. One can clearly observe the formation and
initial stages of the evolution of the waves with dispersive behavior. These results are in good
agreement with the results reported in [19] except that in our results both the strain and stress
remain positive as guaranteed by Theorem 2.1. In Figure 4.2, we show the solution at time
t = 240 from Figure 4.1, but zoomed in closer. We compare it with the reference solution,
computed by our scheme with ∆x = 0.015625, which is 64 grid cells per layer of material. We
can see that at 4 cells per layer, we already achieve fairly good resolution (compare this with
the results reported in Figure 2.3). We then double the number of cells per layer and present
the obtained results in Figure 4.3. Both the strain and stress are now nicely captured and the
resolution of contact waves across material interfaces is almost perfect.
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Figure 4.2: Nonlinear heterogeneous elasticity. Strain (left) and stress (right) at t = 240 with
∆x = 0.25 (4 grid cells per layer of material) using the new central-upwind scheme. The reference
solution was computed with ∆x = 0.03125 (32 grid cells per layer of material).
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Figure 4.3: Same as in Figure 4.2 but with ∆x = 0.125 (8 grid cells per layer of material) for the
computed solution.

We now run the code for large times (up to t = 2850). The obtained results are shown
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in Figure 4.4. At time t = 60, the boundary conditions are switched to the periodic ones.
The oscillations in the shock wave shown in Figure 4.1 cause the heights of the waves to
fluctuate which will result in the original wave to break up into solitary waves and propagate
at different speeds. At time t = 840 our results do still agree with those reported in [19].
However, for larger times (t = 1500 and 2850), the height of the solitary waves computed
by the central-upwind schemes are larger and thus they travel faster. This occurs thanks to
smaller amount of numerical diffusion present at our scheme so that the solitary waves are
not numerically damped as much as in [19]. In Figure 4.5, we show details of two peaks of
the computed solitary wave at time t = 2850. One can clearly see that the contact waves are
still sharply resolved and that the solution remains positive.
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Figure 4.4: Strain (left) and stress (right) at times t = 840, 1500, 2850 with ∆x = 0.0625 (16
grid cells per layer of material).
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Figure 4.5: Strain (left) and stress (right) at time t = 2850 zoomed in with ∆x = 0.0625 (16
grid cells per layer of material).
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4.2 Two-Dimensional Example

Finally, we consider a 2-D numerical example. We use the problem setting from [10]: we
use the stress-strain relation (1.5) and consider the domain [0, 100] × [0, 10] with alternating
vertical material strips of length 1 (as outlined in Figure 4.6) so that, for all integer j ≥ 0,

ρ(x, y) =

{
4, if 2j < x < 2j + 1,

1, otherwise,
K(x, y) =

{
4, if 2j < x < 2j + 1,

1, otherwise.

The initial condition is a half of a Gaussian,

σ(x, y, 0) = 5e
−x2+(y−5)2

25 , x > 0,

with u(x, y, 0) ≡ v(x, y, 0) ≡ 0. The boundary conditions are periodic in the y-direction and
reflexive in the x-direction.

Material Interfaces

Figure 4.6: Layout of materials and a sample of adjusted Cartesian grid in two dimensions.

As one can see in Figures 4.7 and 4.8, by time t = 75, the waves have started to evolve
into solitary waves while remaining positive. One can also see that while the strain develops
contact discontinuities (see Figure 4.7), the stress remains continuous (see Figure 4.8). Figures
4.9 and 4.10 show a 1-D slice along the line y = 5 of the strain and stress, respectively. As
one can see, the strain and stress behave in a similar fashion to the 1-D case. The oscillations
in the shock wave for the strain will cause the heights of the wave to fluctuate which results
in the different parts of the wave traveling at different speeds. The resolution achieved by the
new central-upwind scheme is quite spectacular given that only 4 cells in the x-direction per a
vertical layer of material have been used (in the presented calculations ∆x = ∆y = 0.25). As
in the 1-D case, no oscillations across material interfaces have been observed and no negative
values have been produced as guaranteed by Theorem 3.1.

Acknowledgment: The work of A. Kurganov was supported in part by the NSF Grant
DMS-1115718.
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Figure 4.7: 2-D example. Strain at t = 0, 5, 20, 75 with ∆x = ∆y = 0.25.
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