	课程大纲

COURSE SYLLABUS

	1.
	课程代码/名称

Course Code/Title
	MAT7027数值优化 

Numerical Optimization

	2.
	课程性质

Compulsory/Elective
	应用数学研究生课程 Course for graduated students, Applied Mathematics 

	3.
	课程学分/学时
Course Credit/Hours
	 3/48

	4.
	授课语言

Teaching Language
	中文， Chinese

	5.
	授课教师Instructor(s) 
	何炳生  He, Bingsheng

	6.
	先修要求

Pre-requisites 
	MA103b线性代数 I
MA103b Linear Algebra I


	7.
	教学目标Course Objectives

	
	This course is for students interested in solving optimization problems. Because of the wide (and growing) use of optimization in science, engineering, economics, and industry, it is essential for students and practitioners alike to develop an understanding of optimization algorithms. Knowledge of the capabilities and limitations of these algorithms leads to a better understanding of their impact on various applications, and points the way to future research on improving and extending optimization algorithms and software. The goal of this course is to give a comprehensive description of the most powerful, state-of-the-art, techniques for solving continuous optimization problems.


	8.
	教学方法Teaching Methods 

	
	By presenting the motivating ideas for each algorithm, we try to stimulate the students intuition and make the technical details easier to follow.

	9.
	教学内容Course Contents

	
	Section 1
	 Introduction                                                     2 Hours

	
	Section 2
	Fundamentals of Unconstrained Optimization                            2 Hours

	
	Section 3
	Line Search Methods                                                2 Hours

	
	Section 4
	Trust-Region Methods                                               4 Hours

	
	Section 5
	Conjugate Gradient Methods                                         4 Hours

	
	Section 6
	Practical Newton Methods                                           4 Hours

	
	Section 7
	Quasi-Newton Methods                                             6 Hours

	
	Section 8 
	Nonlinear Least-Squares Problems                                    4 Hours

	
	Section 9
	Theory of Constrained Optimization                                   8 Hours

	
	Section 10
	Linear Programming: The Simplex Method                             8 Hours

	
	Section 11
	Linear Programming: Interior-Point Methods                           8 Hours

	
	Section 12
	Fundamentals of Algorithms for Nonlinear Constrained Optimization        8 Hours

	
	Section 13
	Penalty, Barrier, and Augmented Lagrangian Methods                    6 Hours

	
	Section 14
	Sequential Quadratic Programming                                   6 Hours

	10.
	课程考核Course Assessment

	
	Exercise (20%), and Semester examination (80%)

	11.
	教材及其它参考资料Textbook and Supplementary Readings

	
	1、R. Fletcher, Practical Methods of Optimization,  John Wiley & Sons, New York, 1987. 
2、J. Nocedal and Stephen J. Wright, Numerical Optimization, Springer, 1999


